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Abstract
We present a study of the architectural requirements and scalability of the NAS Parallel
Benchmarks. Through direct measurements and simulations, we identify the factors which
affect the scalability of benchmark codes on two relevant and distinct platforms; a cluster
of workstations and a ccNUMA SGI Origin 2000.

We find that the benefit of increased global cache size is pronounced in certain applica-
tions and often offsets the communication cost. By constructing the working set profile of
the benchmarks, we are able to visualize the improvement of computational efficiency
under constant-problem-size scaling.

We also find that, while the Origin MPI has better point-to-point performance, the cluster
MPI layer is more scalable with communication load. However, communication perfor-
mance within the applications is often much lower than what would be achieved by micro-
benchmarks. We show that the communication protocols used by MPI runtime library are
influential to the communication performance in applications, and that the benchmark
codes have a wide spectrum of communication requirements.

1 Introduction

The NAS Parallel Benchmarks (NPB) are widely used
to evaluate parallel machines [19]. To date, every ven-
dor of large parallel machines has presented NPB
results, at least with the original “paper and pencil” ver-
sion 1.0 [6]. Those reports provide a comparison of exe-
cution time as a function of the number of processors,
from which execution rate, speedup, and efficiency are
easily computed. While extremely valuable, these
results only provide an understanding of overall deliv-
ered performance. The fixed algorithm and standard
Message Passing Interface (MPI) [13] programming
model of NAS Parallel Benchmarks Version 2 [3] make
it possible to use these benchmarks as a basis for an in-
depth comparative analysis of parallel architectures.
However, the current reports still provide only a crude
performance comparison because the only reported
result is the total execution time [14, 18]. All other per-
formance metrics are derived from execution time.

When we measured the NAS benchmarks on the
Berkeley Network Of Workstations (NOW) [2], we
were pleasantly surprised to find that the speedup was as
good as that of the Cray T3D, with better per-node per-
formance, and better than that of the IBM SP-2,
although with lesser performance per processor. Neither
the raw speed of our MPI over Active Messages [8, 11],
nor the ratio of processor performance to message per-
formance, provided an adequate accounting of these dif-
ferences. The lack of a clear explanation motivated us to
develop a set of tools to analyze the architectural
requirements of the NPB in detail. Given that a single
pass through the Class A benchmarks is roughly atril-
lion instructions, traditional simulation techniques were
intractable and therefore ruled out. Instead, we
employed ahybrid method, combining direct measure-
ments from a real machine with parallel trace-driven
simulations. Not only does this allow us to understand
the performance characteristics of an actual platform, it
also shows us how different architectural parameters
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affect scaling.

This paper provides a detailed analysis of the archi-
tectural factors that determine the scalability of the NAS
Parallel Benchmarks on parallel machines. We use the
Berkeley NOW cluster and the SGI Origin 2000, two
relevant and distinct platforms, as the basis of the study.
Starting from the base performance and speedup curves,
we break down the benchmarks in terms of their compu-
tation and communication costs, to isolate the factors
that determine speedup. This analysis shows that for
machines with scalable communication performance,
improvements in memory system performance due to
increasing cache effectiveness compensate for the time
spent in communication and the extra computational
work, so much so that many applications exhibit perfect
or even super-linear speedup for the machine sizes typi-
cally used for each class of data set (1 to 128 processors
for Class A). This behavior is inherent to the constant
problem size (CPS) scaling used in the benchmarks and
can be characterized precisely by constructing working
set graphs for any given input size.

The main contributions of this work are: (1) a char-
acterization of the complex interactions of software and
hardware effects on speedup, (2) a methodology for
understanding speedup in the CPS domain, (3) a quanti-
tative analysis of the architectural requirements of the
NAS Parallel Benchmarks suite version 2.2, including
the first detailed study of NAS benchmarks working set
behavior under scaling, and (4) an evaluation on com-
munication efficiency of applications with different MPI
communication protocols.

2 Experimental Environment and
Methodology

Understanding the performance under scaling of large,
parallel codes is a difficult problem [15]. Ideally, one
would like to run the benchmarks on real machines, but
this option precludes a detailed study of different hard-
ware characteristics such as cache size and other param-
eters. Simulations are problematic, because they limit
the size of the problem and can potentially miss long-
term effects. To remedy this situation, we apply ahybrid
approach; where possible, we use an instrumented com-
munication library in tandem with hardware counters to
measure the execution characteristics of the benchmarks
on a real machine. When necessary, we trace and simu-
late the benchmarks, which allows us to vary certain
architectural parameters. Details for both of these meth-
ods are given below.

2.1 Direct Measurement

In this study, all executions of the NAS benchmarks are
performed on a cluster of 36 UltraSPARC Model 170
workstations and on an SGI Origin 2000 system. The
runtime measurements present in this paper are an aver-
age of 30 runs excluding outliers. On the cluster, each
node has a single Myricom network interface card
attached to the S-Bus I/O bus. The machines are inter-
connected with ten 8-port Myrinet [4] switches in a fat-
tree like topology. Each node of the cluster is running
Solaris 2.5.1 and has 512 KB of L2 cache with 128 MB
of main memory. An UltraSPARC I with 512 MB of
main memory is used to obtain the single processor
runtime. The Origin 2000 machine consists of 64
R10000 processors running at 250 MHz. Each processor
has a 4 MB L2 cache. There are 32 nodes in the
machine. Each node contains 2 processors and 512 MB
of main memory running IRIX 6.5 and MPI 3.0.

Our initial study of the Origin system was based on
R10000-195MHz system at Numerical Aerospace Sim-
ulation Facility at NASA Ames Research Center. Over
the course of investigation, the hardware configuration
of the Origin system was upgraded from 195 MHz to
250 MHz. All Origin system measurements are based on
the 250 MHz system except in Section 7, where the per-
formance of NAS benchmarks on two processor speeds
is discussed.

All the NAS benchmarks communicate via MPI.
Our implementation of MPI for the cluster is based on
the MPICH (v1.0.12) reference implementation [9]. All
ADI calls are mapped to Active Messages [11] opera-
tions, and the layer is highly tuned for performance.

To break down the performance of the benchmarks,
we add instrumentation code to the MPI layer. At each
MPI call, we record a desired set of statistics and at the
end of execution, we write the results to disk. In all
cases the instrumentation adds less than 10% to overall
execution time and in most cases, less than 1%. In this
manner, we gather information such as message sizes,
destinations, and time stamps of when communication
events occur.

To measure instruction count and CPI, we use the
performance counters available in the UltraSPARC and
R10000 processors. At the beginning of the run, we con-
figure one counter to count cycles, and the other to
count instructions. At the start and end of each MPI
event, we record both these values; at the end of the run,
we can de-construct the amount of time spent and the
number of instructions executed inside and outside of
MPI routines. All measurements run for the full number
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of iterations specified by the NAS benchmarks Class A
problem sizes.

2.2 Simulation

While the instrumented MPI layer can give us usage
characteristics and breakdowns of where time is spent in
the code, it can not give us the working sets for the
benchmarks. Counters provide miss rates for the partic-
ular cache design of the machine (512 KB on the cluster
and 4 MB on the Origin), but we need to know how the
miss rate changes with cache size.

To solve this problem, we employ the Shade simu-
lation environment [5] on the cluster. Shade provides a
SPARC-based virtual machine to an application pro-
gram. We use Shade in a novel manner, running inde-
pendent instances of the simulator on each of the

workstations of our cluster. Inside this “virtual cluster”,
communication between processes of a parallel program
takes place on the real Myrinet network. We have writ-
ten a Shade analyzer that outputs the data cache address
trace of one process on the simulated machine.

All benchmarks are traced for a single time-step.
Other experiments have revealed that behavior across
time steps is nearly identical for these benchmarks.
After a trace is produced, we use the Dinero cache simu-
lator [10] to simulate the desired cache configurations.

3 Speedup

Figure 1 and Table 1 show the speedup and single pro-
cessor execution time, respectively, on the cluster and
the Origin on the Class A problem size of the NAS

Figure 1 Speedup of NAS Parallel Benchmarks.These figures present the speedup curves for the Berkeley
NOW cluster and SGI Origin 2000 on the Class A problem size of the NAS Parallel Benchmarks, version 2.2.
The cluster achieves perfect or slightly above perfect speedup for all but two programs. The Origin attains super-
linear speedup for several benchmarks, but has a wide spread in speedup behavior.
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Table 1 Single Processor Execution time.This table presents single processor runtimes on the Berkeley NOW
cluster and the SGI Origin 2000 for the Class A problem size of the NAS benchmarks, version 2.2.

Benchmark Cluster (seconds) Origin (seconds)

BT 4177.8 2074.4

SP 2806.7 1244.6

LU 2469.3 1074.5

MG 89.9 43.1

IS 41.4 29.7

FT 131.1 94.4
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Figure 2 Time Breakdown for the NAS Benchmarks. These figures break down the total execution time,
summed across all processors, for the NAS benchmarks, on the cluster and Origin. The communication and com-
putation time are shown as separate (non-cumulative) lines; total time (the sum of communication and computa-
tion time) is presented as well.
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Figure 2 Time Breakdown for the NAS Benchmarks (continued). These figures break down the total execu-
tion time, summed across all processors, for the NAS benchmarks, on the cluster and Origin. The communication
and computation time are shown as separate (non-cumulative) lines; total time (the sum of communication and
computation time) is presented as well.
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benchmarks. (Although we have also run Class B, the
Class A problem size is the most useful basis for this
study because Class B can not be run on a single proces-
sor of most parallel machines before 1998.) Observe
that the cluster obtains near perfect speedup (i.e. slope =
1) for the benchmarks besides FT and IS, where it
obtains about 2/3 efficiency. Indeed, for a few of the
benchmarks, speedup is slightly super-linear for certain
machine sizes. The behavior is far more complex on the
Origin. The performance of several benchmarks is sub-
stantially super-linear in this range, while the perfor-
mance of FT, IS and MG falls off to 2/3 or even 1/3
efficiency. The reason, as we shall see, has to do with
cache effects as well as communication effects. This
behavior would not appear in systems of a generation
ago; it only occurs with the large second-level caches
that are present in today's machines.

4 Where the Time Goes

The first step in understanding NAS benchmarks behav-
ior is to isolate the components of application execution
time. Of course, these are parallel programs, so we need
to work with the time spent on all processors. The
curves labeled “Total” in Figure 2 show the sum of the
execution time over all processors of the NAS bench-
marks on our two machines, as a function of number of
processors. By this metric, a perfect speedup corre-
sponds to a horizontal line (labeled “Ideal”) with a y-
intercept of the single processor execution time. For
example, on the cluster, BT and SP follow the “Ideal”
closely, whereas LU and MG drop below (i.e. super-lin-
ear speedup) for moderate machine sizes, and IS and FT
rise above (i.e. sub-linear speedup). The Origin curves
show even greater variation.

To understand this behavior, we isolate components
of the execution time by instrumenting portions of the
program. Although we have obtained detailed break-
downs, here we consider only the overall time spent
inside and outside the MPI library. It is hard, in practice,
to distinguish between the inherent load imbalance of
the parallel program, the synchronization cost of a com-
munication event, and the actual communication cost.
The curves labeled “Communication” in Figure 2 show
the sum of time spent in MPI for communication and
synchronization (including send, receive, and wait
time), and the curves labeled “Computation” show the
sum of time spent outside the MPI library as the proces-
sor count increases. In general, we see that communica-
tion time grows with processor count, but often this is
compensated by improvements in computational effi-
ciency. Super-linear speedup is observed when the
decrease in total computation time is more than the

increase in communication cost.

MG and BT are computation bound. Communica-
tion is less than 20% of the total execution time at 32
and 36 processors configuration respectively. The
benchmark BT experiences a modest linear improve-
ment in computational efficiency with larger machine
size. MG, on the other hand, has roughly constant effi-
ciency beyond a few processors and the change relative
to one processor is opposite on two machines. In SP and
LU, changes in communication and computation cost
roughly balance. Although communication time occu-
pies one third of the execution time in both benchmarks,
it is offset by the decrease in computation time.

IS and FT are communication bound. FT shows no
gain in computational efficiency when run on more pro-
cessors. In fact, the computation time increases slightly.
The increase in communication time is so significant
that it becomes the dominant factor in the overall
speedup of the benchmark. Although the computation
efficiency of the benchmark IS improves, the increases
in communication time dominate the overall perfor-
mance of the benchmark.

With the CPS scaling rule, the total amount of work
(i.e. total number of computational operations to solve a
fixed problem) remains the same regardless the number
of processors. Therefore, the computation time on all
processors should remain constant if the computational
efficiency is unchanged. On the other hand, as more pro-
cessors are added to solve the same problem, communi-
cation time increases, as does the number of
computational operations due to redundant work. None-
theless, many benchmarks show perfect or super-linear
speedup. The extra time spent in communicating and
synchronizing is more than compensated for by the
improvement in computational efficiency. Using hard-
ware counters, we have concluded that this reduction in
computation time corresponds to a reduction in miss
rate and in CPI.

In the following sections, we will investigate the
factors that govern the speedup of the NAS benchmarks.
In particular, Section 5 examines the change in compu-
tational efficiency caused by a more effective memory
system as the total amount of cache increases. In Section
6, we examine the communication behavior of the NAS
benchmarks.

5 Working Sets

To gain better insight into the memory access character-
istics of the benchmarks under scaling, we obtained a
per-processor memory address trace for each application
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Figure 3 Working Set Profiles for the NAS Benchmarks. The working sets of the Class A problem size for
BT (top), SP (middle) and LU (bottom) are presented. Each curve corresponds to a particular machine size (e.g.
curve labeled “4” corresponds to a 4-processor machine). In all cases, at large cache sizes, increasing the number
of processors working on the problem decreases the per-processor miss rate by a noticeable amount. At smaller
cache size, scaling either makes no difference in cache performance (LU), or increases the miss rate (SP, BT).
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Figure 3 Working Set Profiles for the NAS Benchmarks (continued).The working sets of the Class A prob-
lem size for MG (top), FT (middle), and IS (bottom) are presented. For both MG and FT, the per-processor miss
rate does not change significantly with any size of the cache when scales. IS has a slight improvement in cache
miss rate at large cache sizes, but the miss rate at 2 KB to 256 KB per-processor cache size increases when
scaled.
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at each machine size of interest. We then ran the trace
for one processor through a cache simulator for a range
of cache size. For all simulations, the caches are: fully
associative with LRU replacement, 64-byte blocks,
write back, and write allocate.

The curves labeled “4” of Figure 3 show the data
cache miss rate in a 4-processor machine, as a function
of cache size for size between 1 KB and 4 MB. To dem-
onstrate the effect of scaling on miss rates, let us con-
centrate on LU, where the effect is quite pronounced.
For LU, we see the smooth decrease in miss rate (fol-
lowing the general rule that doubling the cache elimi-
nates a constant fraction of the misses [1]) out to 32 KB,
down from 12% to roughly 4%. The miss rate is flat to
256 KB, and then it drops from above 4% to below 1%
and levels off. These “knees” of the working set corre-
spond to that described in [16] to shared address space
programs and measured for SPLASH-2 [20]. The key
observation is that with CPS scaling, the working set
curve is different for each machine size. With eight pro-
cessors, the first knee in LU starts at 128 KB, with 16
processors it is at 64 KB, and with 32 processors it is at
32 KB. In all cases, the sharp drop occurs as the amount
of global cache (i.e. the sum of the local caches) reaches
4 MB for the benchmark LU.

The memory access requirements of LU on the
cluster is seen by drawing a vertical line at the per-pro-
cessor cache size of 512 KB. The miss rate drops signif-
icantly from 4 to 8-processor system on the cluster and
flattens out with larger configurations. This change is
reflected in the change of the total computation time in
Figure 2. On the Origin system with 4 MB of L2 cache,

this first working set knee is captured by the cache on a
single processor. There is an increase in computation on
two processors due to other factors and a decrease for
large configurations as the second working set fits in the
global cache. As algorithms are tuned to be more cache
friendly, like LU [21], this phenomenon will be more
pronounced.

Other benchmarks, experience different levels of
“boost” as global cache size increases. For example, the
benchmark BT, SP and IS have moderate improvements
in efficiency, whereas FT and MG have no significant
change.

Interestingly, at the small local cache size for typi-
cal of early parallel machines, the miss rate for the most
benchmarks increases with the number of processors, so
there is no such improvement in computational effi-
ciency. In particular, for the benchmarks SP, BT, and
MG, machines with small caches would only see an
increase in miss rate under scaling.

For all benchmarks, the amount of work increases
as processors are added. Figure 4 shows the percentage
increase in computational instructions on the cluster, rel-
ative to the single processor case. Most benchmarks
experience moderate growth (5 to 10%) in instructions
with scales, whereas IS and SP have significant increase
in extra work. The load on the memory system is
expected to increase with the instruction load.

The important point in examining cache effects is
that they can have significant influence on the scalabil-
ity of benchmarks under CPS scaling. While not a novel
result, the increase in memory system efficiency due to

Figure 4 Extra Work. This figure shows the percentage increase in computational instructions (relative to a
single processor) of the NAS benchmarks on the cluster with scales.
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cache effects is often overlooked or, in the case with the
NAS benchmarks, are often dismissed because it is
assumed that the working sets far exceed the cache size.
However, our work demonstrates that with the combina-
tion of large caches (1 to 4 MB per processor) and more
cache-friendly codes, cache effects can play a signifi-
cant role in the scalability of a machine under CPS scal-
ing rules. Indeed, in the case of the NAS benchmarks,
the cache “boost” can mask poor performance in other
areas, such as communication.

6 Communication Performance

From the breakdowns of execution times in Figure 2, we
know that the benchmarks spend a significant amount of
time in communication. In some benchmarks, like FT
and IS, the increase in communication time primarily
determines the scalability of the benchmarks. In this
section, we further investigate the communication load
the benchmarks place on the architecture, as well as the
sensitivity of the benchmarks to the underlying commu-
nication protocol of MPI.

6.1 Communication Scaling

Table 2 shows the baseline communication characteris-
tics of the NAS benchmarks on 4 processors. All other
communication scaling is relative to this base case. The
table shows the total number of messages sent by all
processors (collective operation that performs on all
processors is counted as one message). The “Total Vol-
ume” is the total number of bytes sent by all processors.
At four processors, the benchmarks send few messages
and the size of the messages are quite large; some of the

benchmarks send messages that are megabytes in size.
BT and SP use the non-blockingMPI_Isend primitive,
whereas LU and MG use the traditional blocking
MPI_Send . The number of collective communication
operations is also low. Surprisingly, no benchmark uses
barriers in the benchmarked portion of the code. Most
benchmarks use reduce operations, but the reduce oper-
ations do not contribute to overall performance signifi-
cantly. Only FT and IS communicate primarily with
collective communication; both do a series of all-to-all
exchanges.

Figure 5 shows how the communication character-
istics of the NAS benchmarks change with machine
sizes. Figure 5 (top) plots the change in total message
count per processor as a function of the machine sizes,
normalized to the message count on 4-processor. Figure
5 (middle) shows the byte count per processor. Finally,
Figure 5 (bottom) shows the resulting average message
size per processor. Within the realm of interest, there is
an order of magnitude difference in the average size of a
message for each benchmark. Interestingly, the smallest
messages on most benchmarks (except MG) are still on
the order of 1000 bytes, which is a substantially larger
grain than found in many other parallel benchmarks
[12, 20].

Because of their all-to-all pattern, for both IS and
FT, the normalized per-processor message count growth
linear with machine size, so the total number of point-
to-point messages increases as the square of the number
of processors. Since the total byte volume remains con-
stant and therefore the bytes per processor decreases as

and the message size decreases as .
Although for the range of processors studied the abso-

Table 2 NAS Benchmarks Baseline Communication Characteristics.This table shows the baseline commu-
nication characteristics for the NAS Benchmarks codes on Class A problem sizes on 4-processor. The table
shows the number of messages sent breakdown by type, and the total number of bytes sent. *The results for MG
are for the 8-processor case. **FT uses Reduce instead of AllReduce.

Benchmark Isend Send AlltoAll AllReduce Barrier Total Volume (MB)

BT 9600 0 0 0 0 1072.9

SP 19200 0 0 0 0 1876.2

LU 0 126000 0 2 0 459.1

*MG 0 4464 0 4 0 104.4

IS 0 0 20 10 0 320.2

**FT 0 0 7 6 0 896.0

O 1 P⁄( ) O 1 P
2( )⁄( )
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Figure 5 Message Scaling.This figure shows how the number of messages sent normalized to the 4 processor
case (top), number of bytes sent (middle) and average size of a message (bottom) scale as a function of proces-
sors.
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lute number of messages remains relatively small, the
squaring of the message count and resulting decrease in
message size has important implications for machine
designers. For machines of up to 100's of processors,
efficient transfer mechanisms must exist for messages
ranging from a few hundred bytes to megabytes in size.

For BT and SP, the total amount of communication
follows surface to volume ratio as we scale the number
of processors. Unlike the other benchmarks, LU and
MG use finer-grained communication. However, the
message sizes of these benchmarks span an order-of-
magnitude range as well. MG, in paticular, sends mes-
sages ranging from 8 bytes to 100 KB. For the range of
processors of interest, the scaling of communication
along these lines does not unduly limit speedup. The
spatial decomposition keeps communication in the near-
est-neighbor regime for these benchmarks as well.

In summary, the NAS benchmarks place a wide
variety of communication loads on the system, ranging
from nearest-neighbor point-to-point exchange to
coarse-grained all-to-all communication. In general, the
communication load increases when scale.

6.2 Cluster Sensitivity to Communication Protocol

The message characteristics imply that total communi-
cation costs should increase under CPS as we scale the
machine size. Figure 2 shows that indeed, total commu-
nication costs rise, however, there are sizable differ-
ences in how each platform handles the increased
communication load.

Figure 6 plots the MPI one-way latency and band-
width on both platforms using Dongarra’s echo test [7].
One-way latency is half of the message round-trip time
and one-way bandwidth is the reciprocal of the latency.
The startup cost is 27 and 13 with a maxi-
mum bandwidth of 41 MB/sec and 150 MB/sec on the
cluster and Origin respectively.

Using the micro-benchmarks results and message
characteristics of the NAS benchmarks, we can con-
struct the expected communication cost. For each mes-
sage, we accumulate the micro-benchmark latency at the
message size. This gives us the predicted communica-
tion time of the NAS benchmarks. Communication effi-
ciency is the ratio predicted to measured communication

Figure 6 MPI Performance. These figures show the performance of MPI on both platforms using Dongarra’s
echo test. Top figures show the one-way latency of small messages. Bottom figures show the one-way band-
width with message size up to 1 MB.
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Figure 7 Communication Efficiency These figures show the percentage of predicted bandwidth delivered by
the MPI layer over the total time spent in sends and waiting for each application as a function of the number of
processors. Top figure shows the communication efficiency using the rendevous protocol in the MPI layer on
the cluster, and the middle figure shows the communication efficiency using the eager protocol. The bottom
figure shows the communication efficiency on the Origin 2000 machine.
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time. Figure 7 graphs the communication efficiency on
both platforms. Notice that on the cluster (rendevous),
most benchmarks have an efficiency of one half and
drop slightly with scale. FT, on the other hand, starts
with high efficiency (75%) but falls off sharply with
scale. The communication efficiency of all benchmarks
on the Origin is below 35%. Although the figures show
that the cluster platform handles the load better than the
Origin, both show that the delivered performance is well
below the micro-benchmark performance.

One possible cause of this anomaly is the imple-
mentation of the MPI layer and how it interacts with the
underlying architecture. The evaluation of NAS bench-
marks drove the development of MPI layer on the clus-
ter, because the total time predicted by combining the
micro-benchmark performance with the message profile
data was significantly less than the time actually spent
in communication. Further investigation on the cluster
revealed that the source of the problem was the internal
protocol of the MPI layer. Our initial implementation of
MPI used a conservativerendevousprotocol. Since we
were using low-latency Active Messages as a building
block, using a rendevous protocol simplified both the
receive code and the message format. The short Round
Trip Time (RTT) is easily amortized by a large impend-
ing bulk transfer. Under micro-benchmarking condi-
tions, this design does deliver near optimal
performance. In practice, however, queueing delays at
the source MPI-to-network interface exacerbate the RTT
on real applications and it resulting efficiency is as
shown in Figure 7 (rendevous). Figure 8 (a) plots the
histogram of measured round-trip times for the protocol
message during a run of the BT benchmark on 36-pro-
cessor. Although in micro-benchmark tests, the RTT is
about 50 , the actual mean cost is 5 ms! The vari-
ance is also quite high indicating that prediction of
round-trip times would be difficult. Because of the large
average message size of the NAS benchmarks, the pro-
tocol messages often experience long queueing delay
which surface at the application level in the form of low
communication efficiency.

We revised the MPI implementation to use a more
aggressiveeagerprotocol. This significantly increased
the complexity to re-sequence out-of-order messages
and has slightly worse micro-benchmark performance,
but the communication performance in the context of
real applications improved by as much as 100% in cer-
tain benchmarks as shown in Figure 7 (eager). The use
of the eager protocol increases the utilization of the out-
going channel by reducing queueing delays. Figure 8 (b)
plots the histogram of measured communication time
for 45 KB message of BT running on 36-processor
using the eager protocol. The figure shows that the cost

of 45 KB message is reduced significantly with smaller
variance.

All of the benchmarks, except LU, achieve higher
communication efficiency with the eager protocol. The
benchmarks FT and IS at 4-processor achieve near full
efficiency. The communication efficiency falls off with
larger configurations as the network becomes saturated.
For the benchmarks BT, SP and MG, the communication
efficiency is limited by point-to-point communication,
as they primarily useMPI_Send and MPI_Isend . The
improvement of communication efficiency using the
eager protocol is most effective in these benchmarks. In
particular, the communication efficiency of the bench-
mark BT increases from 20% to 40%, whereas in SP, the
efficiency improves from 40% to 60%.

The almost unchanged in efficiency of the bench-
mark LU is presumably caused by the inherent load
imbalance of the program. An investigation shows that
the benchmark experiences approximately a 25% load
imbalance across the 32 processors, which suggests that
the improvement in point-to-point communication is
hidden from the large amount of synchronization time.

7 Origin Sensitivity to Processor Speed

Our initial study on the Origin system was based on
R10000-195MHz processor. When the Origin system at
NASA Ames was upgraded to use a R10000-250MHz
over the course of our investigation, the change in
behavior was quite illuminating. In this section, we
study the differences in performance of the NAS bench-
marks on these two systems.

The only difference in the two systems is a 25%
increase in processor speed. Since on-chip cache latency
and memory bus speed is closely tied to the processor
speed, the performance of the memory system and the
MPI will change as well. First, we use micro-bench-
marks to capture the differences in these two systems
that experience by user applications.

Figure 9 shows the performance of the memory sys-
tems using the memory stride benchmark [17]. The
benchmark shows that there are approximately 25%
decrease in latency for both L1 and L2 cache, and an
approximately 20% improvement in latency to the main
memory.

Figure 10 shows the one-way point-to-point band-
width of the MPI on the 195 MHz system using Don-
garra’s echo test. Despite the improvement in processor
speed and the memory system, the micro-benchmark
obtains roughly the same maximum bandwidth with
only 10% decrease in latency for small messages. The

µsec
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Figure 8 Message Cost with Different MPI Internal Protocols. These figures show the change in message
costs with different MPI layers. Figure (a) plots the histogram of observed round-trip times for the initial MPI
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MPI_Isend using the eager protocol for a 45 KB message. The mean and standard deviation are shown for both
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Figure 9 Memory System Characteristics.These figures show the memory system characteristics of the
Origin 2000 machines with 195 MHz and 250 MHz processors.
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195 MHz system has a one-way latency of 12.99
and achieves the maximum bandwidth of 150 MB/sec at
1 MB message size. The 250 MHz system (Figure 6)
has a one-way latency of 11.87 and obtains the
maximum bandwidth of 150 MB/sec at 256 KB mes-
sage size.

7.1 NAS Benchmarks Performance

Figure 11 shows the speedup of NAS benchmarks on the
older Origin. Single processor performance of all bench-
marks on the newer Origin are increased by 20% except
FT, where a 40% improvement is observed. Most bench-
marks have about 10 to 15% improvement at larger con-

figurations, except FT and IS, where the runtimes at 32-
processor are higher on the 250 MHz system. Most
benchmarks have roughly the same speedup except FT
and IS. The speedup of the benchmarks FT and IS drops
from 2/3 efficiency and super-linear respectively, down
to about 1/3 of efficiency.

7.2 Sensitivity to Workload

All measurements present in this paper are done in a
dedicated environment,i.e., only one program is run at
any given time. On Origin machine, this meant running
at odd hours when the load was very low. We found that
even when there is no time-sharing between workloads,

µsec

µsec

Figure 10 MPI Performance. These figures show the MPI point-to-point performance of the 195 MHz Origin
system using Dongarra’s echo test.
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the execution time of the benchmarks are significantly
higher in a multi-workload environment than in a dedi-
cated environment. For example, the average runtime of
benchmark IS with 8-processor is 4.71 seconds and the
average runtime of the benchmark SP with 36-processor
is 26.36 seconds in dedicated mode. When the two
benchmarks are run together using only 44 out of 64
available processors, the execution time of the bench-
marks increases to 6.18 seconds and 65.28 seconds
respectively, the execution time profile of IS shows that
the communication time increase of average 1.4 seconds
per processor, whereas the communication time of SP
increases by a factor of 5. These unexpected results sug-
gest that the communication of the benchmarks inter-
fere, which probably also leads to higher
synchronization cost.

8 Conclusion

A detailed analysis of the architectural requirements of
the NAS benchmarks shows that while several of the
benchmarks perform a non-trivial amount of communi-
cation, a reasonably scalable communication system can
in principle handle the communication load. The domi-
nant factor in base performance and in scalability is the
sequential node architecture, including the CPU, caches,
and the local memory system. What is particularly
important is how the node architecture interacts with the
application requirements under CPS scaling.

For communication, we found that even though the
applications are carefully designed to perform coarse-
grained communication, the efficiency of communica-
tion is lower than expected. Interestingly, the Origin, in
spite of the availability of fine-grained shared memory
for data transport, achieves fairly low communication
efficiency, in some cases spending more time in com-
munication than the cluster.

One result of our work is a word of caution with
regards to common assumptions about machine archi-
tecture and scalability. One may be tempted to judge the
communication ability of a machine based on speedup
of the NAS benchmarks: good speedup implies good
communication and conversely poor speedup implies
poor communication. However, the NAS benchmarks
are not necessarily defined by the scalability of the com-
munication system. For example, the Origin has super-
linear speedups, but relatively poor communication
scalability. Rather, one must examine both the computa-
tion and communication scaling of a parallel machine in
order to judge a machine's effectiveness in these areas.

Understanding the scaling and performance charac-
teristics of large parallel machines is a difficult problem.

The NAS Parallel Benchmarks are a critical step
towards this goal, providing a set of common bench-
marks for comparison among platforms. However, the
current output of the benchmarks is only execution time
under scaling (plotted as time, speedup, or efficiency),
which does not reveal the complexities of the bench-
marks on different processor counts. Lightweight instru-
mentation should be added to the standard MPI libraries,
and minimally should report the time spent in computa-
tion versus communication. This simple breakdown
would give users better insight as to the nature of pro-
cessor versus network performance for a given machine.
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