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ABSTRACT

Online Social Networking sites like Facebook, My&pa
and Orkut have become a popular way to share and
disseminate content. A few studies have charaetriz
how information spreads over these networks, buteno
of them have focused on the prevalence of fat cdrite
them. In this paper, we collect and analyze daimfthe
largest online social network in terms of the numbk
users and the amount of fat content generated bBake
and compare that with a popular non-OSN, CNN. We
analyze the data gathered and argue that the ghhou
Facebook is very effective in serving as much atrbés
more fat content than CNN, some of the pre-fetching
policies employed by it can be improved. We alsiklat
how the two sites behave differently for mobilergs&Ve
posit that a better understanding of some of ther us
interactions and the content delivery systems eyeglo
by these sites, coupled with the knowledge of theru
geographical locations could improve the user égpee
manifold.
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1. INTRODUCTION

The Internet has spawned different types of infdioma
sharing systems including the web. Over the past fi
years, Online Social Networks (OSNs) have gained
significant popularity and are now among the most
popular sites orthe web. Facebook (over 400 million
users), MySpace (over 200 million users), Orkutefov
100 million users) and LinkedIn (over 50 millioneus)

are a few examples that portray the scale of such
networks.

Off late, Facebook has emerged as the most dominant
platform of choice. Facebook is a social utilitatnelps
people communicate more efficiently with their friks,
family and coworkers, using technologies that feati

the sharing of information through the social graibie
digital mapping of people's real-world social
connections. Photos and videos, which we termats 'f
content for the rest of this paper, comprise a halgenk

of the information shared. Adding to this are over
100,000 third-party applications, including games,
written using the Facebook developer API.

[10] suggests that 50% of the active Facebook user
base log on to Facebook on any given day. The
amount of time people spend on Facebook per month
clocks over 500 billion minutes!

A recent study [8] explores some of the propenties
OSNs, the present methodologies available, and
discusses various challenges associated with
measuring them. Earlier work studied the graph
properties of online communities, high level
properties based on snapshots of individual OSNSs,
and issues related to anonymization and privacis Th
was generally accomplished through crawling
measurement techniques. To the best of our
knowledge, there are no known studies which
document the nature of macro-OSN traffic, such as
Facebook, based on the content being exchanged,
from both a mobile and non-mobile perspective.
Furthermore, related studies on the macro level
properties of OSNs used Twitter [1] and Flickr §§

the platforms of choice. Twitter, is a micro-bloggi
service that relies on short 140 character long tex
messages and has no fat content whatsoever. It also
comes under the category of Micro Online Social
Networks, on the basis of the brevity of content
exchanged. Flickr, on the other hand, is an online
photo and video sharing service, but does not ¢ater
as broad an audience as Facebook.

This paper
guestions.

attempts to address the following

How much of the Facebook traffic can be termed as
‘fat'?

[11] indicates that Facebook users have uploaded
over 15 billion photos and at the peak, there are
550,000 images served per second. Hence it is an
interesting research problem to figure out how much
bandwidth intensive fat traffic is.

How different are the network level traces for niebi
users when compared to non-mobile ones?

[10] indicates that there are more than 100 milketive
users currently accessing Facebook through thebilmo
devices. Given the resource limitations of screpace



and energy in mobile devices, we need to compare
mobile and normal Facebook interactions.

Facebook uses Akamai as its content delivery nétwor
What insights can be gained into its content disttion
mechanism?

More than 25 billion pieces of content (web linkgws
stories, blog posts, notes, photo albums, etc.shaged
each month via Facebook [10]. Any insights into the
content distribution and dissemination are vitar fo
improving the end-user experience.

Is pre-fetching used to improve the user experieri€e
so, how much of content is pre-fetched? Can gt
caching techniques be used?

There is a high probability that the avid Facebogkr
clicks on content that is liked by a lot of peopléser
interaction in OSNs tends to be bursty in naturd an
recognizing the increase in activity to trigger thee-
fetching of content he/she is most likely to viesvan
interesting problem in itself.

How does the traffic characteristics of an OSN like
Facebook compare with a popular non-OSN like CNN?

Rate of change of contents in an OSN is different
from content owner controlled web sites. A popular
news site like cnn.com, that is centrally administe
and deals with timely information disseminations ha

a higher rate of change than individually updated
pages on an OSN. Thus, one would expect the traffic
characteristics to be starkly different as wellotis
form a large chunk of the data elements preseat in
news web page. Frequent access to the same page
might allow for different content distribution
strategies when compared to the home page (also
known as the 'Wall') of a Facebook user, which is
heavily customized on his/her interactions and dfat
friends.

The remainder of this paper is structured as fatolm
Section 2, we give a description of our approactl an
present our macro analysis with regards to the
Facebook's content distribution and disseminatiod a
follow it up with the details regarding our traaeadysis.
Section 3 deals with the results and observatidreuo
approach, which we follow up in Section 4 by présan
some other interesting properties of the Facebouk a
CNN worlds. In Section 5, we describe some of the
related work done in this field and their limitai®
Finally we conclude in Section 6 by describing Wk

to be done in future.

2. MEASUREMENT METHODOLOGY

We had access to the packet traces for the ingreds
egress traffic of a large American University (Usisity
of Wisconsin —Madison). These packet traces pexvi
a detailed view of bi-directional traffic, with gtiutes
like timestamps, source/destination addresses ested
URIs and even payloads. Assuming that all the isgre
and egress traffic went through a single link mmonitl
without loss, we can make concrete statements aheut
usage patterns. We had access to roughly 200 ludurs
egress data but not much (~30 minutes) of ingrass. d
Hence, we focused more on the statistics that cbald
derived from the egress data and its co-relatidh thie
corresponding ingress data.

2.1 Using Browser Plugins

We started by doing a static macro analysis of the
approximate content distribution patterns for Facdkb
using some of the Firefox browser plugins like Tamp
Data [12]. Live HTTP Header [13], Firebug[14] and
Web-Developer [15]. These tools allowed us to ikspe
individual elements on a Facebook page and figute o
the servers from which the browser was loading the
content. A typical Facebook page contains user-
interactions in the form of text wall posts, messagnd
feeds. It also loads the re-sized photos of thersuse
friends, any other video-thumbnails and photos qabst
on the wall (either by the user or as feeds ohfig

and various advertisements. Clicking a video or an
album takes the user to another set of pages witthar
re-sized version of the original photos. Table 2.1
captures our findings about various servers andybhe

of content they serve

A B C D E
1 Domain Name Content Served P Location Network
2 |profile.ak focdn.net ProfileThumbnails ~ 209.18.42.162  Hemndon, VA Road Runner
3 |photos-g.akfbcdn.net  PPhotos/Ads 72.247.219.75  Cambridge, MA  Akamai
4 |photos-d.ak focdn.net  PPhotos/Ads 72.247.219.76  Cambridge, MA  Akamai
5 |photos-b.ak focdn.net  PPhotos/Ads 72.247.219.50  Cambridge, MA  Akamai
6 |photosfakfbcdn.net  PPhotos/Ads 72.247.219.40  Cambridge, MA  Akamai
7 |photos-h.ak focdn.net  PPhotos/Ads 72.247.219.27  Cambridge, MA  Akamai
§ |photos-e.ak fbcdn.net  PPhotos/Ads 72.247.219.89  Cambridge, MA  Akamai
9 |photos-c.akfocdn.net  PPhotos/Ads 72.247.219.66  Cambridge, MA  Akamai
10 | photos-a.ak focdn.net  PPhotos/Ads 72.247.219.3¢  Cambridge, MA  Akamai
11 |sphotos.akfocdn.net  Photos/Fat 7224721949 Cambridge, MA  Akamai
12 | static.ak fbcdn.net Ads 205.213.110.14  Madison, WI WiscNet
13 hphotos-snc3.focdn.net Photos/Fat 69.63.183.3 Palo Alto, CA Facebook
14 hphotos-snc.focdn.net Photos/Fat 69.63.180.186  Palo Alto, CA  Facebook
15 |b.static.ak.focdn.net  Ads 205.213.110.8/  Madison,WI WiscNet
16 |platform.ak focdn.net  Apps 205.213.110.8/  Madison, WI WiscNet
17 |creative.ak focdn.net  Ads 205.213.110.7/ Madison, WI WiscNet
18 |external.ak focdn.net  External Links 2052131108/ Madison, WI WiscNet
19 vthumb.ak focdn.net  Video Thumbnails  72.247.219.97  Cambridge, MA  Akamai
20 |hphotos-sjc1.focdn.net  Photos/Fat 69.63.183.35 Palo Alto, CA Facebook, Inc
21 |photos-snci.focdn.net  Photos/Fat 69.63.176.42 Palo Alto, CA Facebook, Inc
22 video.ak facebook.com Videos 72.247.219.74  Cambridge, MA  Akamai

Table2.1

Facebook also uses a unique naming scheme for the
images. Table 2.2 describe the scheme



Content Type Nomenclature
Thumbnails (photos and videos) End with _t
Album pics (Entire album view) End with _s
Album pics (Individual) End with _n
Most Profile pics (on wall) End with _q

Table 2.2

From our static analysis, one can conclude thabsirall
the image and video content is delivered to theusats
via Akamai CDN.

The primary domain for delivering the profile phetis
profile.ak.focdn.net, whereas all the thumbnailsd an
album view pics are served via photos-*.fbcdn.nehe
full-size pictures are served by hphotos* and
sphotos*.fbcdn.net. In addition Facebook pushds al
information to its users via the servers channekffa
9]*facebook.com

A similar static analysis of CNN revealed all timeaige
content to come from the main .cnn.com server aed t
CDN nodes i.cdn.turner.com and i2.cdn.turner.com.

To further test our approach and to get a measureaie
the amount of fat vs non-fat content accesses on
Facebook and CNN, we analysed the traces (mostly in
.pcap format) using tShark[16]

We initially isolated the requests and responseste

fat content based on the end-users view of thelfeate
servers distributing the content and hence didtake

into account the servers serving small profile iesagnd
ads. we later verified this by looking at the caonte
lengths of all the images requested and served, the
details of which are presented in the next sectidrfe
further fine-grained the methodology to analyse the
traffic per 10-minute traces since as per [9], cpald
conclude that an average Facebook user does not
generally interact with an OSN continuously for mor
than 10 minutes.

To identify IP addresses we used reverse DNS lookup
mechanisms and public databases and used that to
analyse the traffic characteristics at the Facebumdes
over a 41 hour period.

2.2 MobileTraffic

In order to check whether Facebook and CNN behaved
differently for the users who used the mobile \arsiof

the sites in question, we forged thiser-Agentheader
sent by a PC browser to that of a mobile phone beow
We tested for approximately 130 different mobiledeis
across 10 providers.

As already discussed, one of our goals was toifsee
users from a certain geographical location have any
similarities in the access patterns that couldxpdoited.

For this, we looked at the Facebook Fan-pages.A
Facebook Page is a public profile that enables tone
share a business and product. with Facebook users.
There are thousands of fan pages on Facebookmpegai
to local businesses, artists, bands, televisionwsho
celebrities, sports, movies etc with hundreds ddrsis
interacting with each other everyday. A typical faage

is rich in fat content and has a very high volurheser-
interactions.for example, the largest fan-pagedmmsox

6 million fans with thousands of interactions ewky.
Facebook provides a way for the admin of such p&mes
get insights into the users interacting on thegepaNe
acquired the administrative rights to one of th@uar
Indian undergraduate college - fan-page (BITS Bilan
which has about 8000 active users and interacii@ns
day, and a popular football club (Arsenal). We also
created a fan-page for a popular American TV chardc
Adam Baldwin, who plays Agent John Casey in Chuck
on NBC.com ) and used media like twitter and forums
publicize it - thereby gaining ~400 members witlain
month. We then used the Facebook 'page insiglatsirfe

to gather statistics about the user base

3. RESULTS

We analyzed ~43 hours worth of egress Facebook and
CNN traffic to estimate the percentage of 'fajuests in
them .

3.1 Overall Satistics

Table 3.1(a) depicts the results

Facebook| CNN Facebook access
via Mobile
Total 15491107| 349099 8968
Requests
Fat Requests 2734514 2317p4 7428
%age 17.65 66.37 82.82
Table 3.1 (a)

It seems that most of the requests via mobile phane
for checking fat content (images,videos). We ferth
analyzed another 96 hours for Facebook and gotasimi
ratios.

10000

“mobileplot” using 2 s

1000

Requests
N
o
<}

Figure 3.1(b)
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For the mobile phones, we also analyzed the devices

being used. Apple products are clearly favored by

students to access Facebook. Figure 3.1(b) shows a

relative histogram for the same.

3.2 Relative Image Sizes
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Figures 3.2 (a) and (b)

Figures 3.2 (a) and (b) show the distribution irage

sizes for Facebook and CNN responses respectively.

From the graphs it is clear that CNN has a high#o of
images with smaller and larger sizes. JPEG is het t
dominant format for smaller sizes (< 1 KB) with GdRd
PNG ruling the roost in both the cases.

3.3 Host and Server Satistics

To get an idea of the number of active Facebooksuate
a given time and the number of 'fat requests' (ainob

the small profile and advertisement images) sent by
them, we analyzed a continuous subset of the egress

traffic spanning 40 hours, using a one hour intervée
find that the number of Facebook users follows the
expected diurnal pattern, with peaks at 22:00 holing
number of users is quite high upto midnight, aftdich
it quickly dies down. The number of fat requests ymer

is generally between 32 and 70, which can be atiib
to browsing a few photo albums. Figure 3.3 (a) chspi
this information. Note that the y-axis uses logscal

4096 |- Active Users V/S Time (Facebook) |

Fat Requests Per Host V/S Time (Facebook) —=

1024 - S - .

256 -

1E£1]00:90 ———— =
1ET |00 L0 I
T
T
T
T
T
T
T
T
T
T
T
I
T
T
T
T
T
0 [0 B o e ——
Wwijooivo /—————m
WI]00'50 F——7—7>—m
WT]00:80 ———————m
I I (0] B — —
WTI]00i80 :\I:‘I

1Z1]00:ST
1ZT]00:eT
1ZT]J00:LT
1ZT]00:8T
1ZT]00:6T
1Z1]00:02
1ZT]00:TE
1ZT]00:EE
1Z1]00:ET
1ET]00:00
1ET]00:TO
ET]00:80
1ET]00:60
JET]00:0T
ET]00TT
ETJODIET
JETJODIET
ET]JO0FT
1ETJ00:ST
JET]00:8T
ETJO0ILT
JETJO0IBT
ET]00:6T
1ET]00:02
HET]0D:TE
ET]00:ZE
T1]00:00
F1]00:TO
WI1]00:Z20

Time

Figure 3.3 (a)

We then estimated the number of servers that disthe
fat content over the 40 hour trace.

We also recorded the average number of requestscsen
each server, for every one hour interval of thedras
expected, the number of active servers followsuanail
pattern, with a peak around 22:00 hours. The nurober
fat requests per server however has a lot of vaniags
seen in Figure 3.3(b) At midnight, we find arourD fat
requests being processed per server.
repetitive as expected.

We also found that requests for the same objeot fiee
same host (in the same session) sometimes gdaredtf
servers. This seems counter-intuitive as one wexiect
Akamai to route the request to the same server that
handled the request the first time, at least in saene
session.
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To understand the magnitude of fat requests finthed
way to the Akamai content delivery servers, we magai
used the 40 hour trace, broken into one hour iaterv
There seem to be day to day variations (12th being
Monday sees higher fat requests than 13th). Tmeata

The pattern is



be used as a generalization as it has a humberriatles
in question. Nevertheless, the numbers are quite
astounding! Figure 3.3© depicts this
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We extracted the same information for fat requests
destined to CNNs content delivery servers as Wed.
see the expected diurnal pattern in all the thigerds
below (Fig 3.3(d), 3.3(e), 3.3(f)), but at a sigrahtly
lower magnitude, be it the number of active CNNrsise
the magnitude of fat requests or the number of CNN
servers dishing out the fat content.

The load on the servers (in terms of fat requests p
server) is similar to that of Facebook though.
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Figure 3.3 (c)
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3.4 Fan Pagelnsights

Figure 3.4 (a) and (b) show screenshots of Facebook
analytics for the fan page corresponding to onehef
popular TV shows in USA. It shows the media
consumption from a spatial and temporal perspective
certain fan pages, city level details can also heeth
Content in these fan pages have a high geographic
interest locality. For example, the Arsenal foottfah
club, which is a London based club, has more trah h
of its active users from London. Such detail carubed

to improve data distribution in the Akamai CDN for
Facebook.

All Fans of John Casey

All Fans Over Time Learn more

Choosea graph: | Media Consumption v

@’ Audio Plays @’ Video Plays
150 1&0
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Figure 3.4(a)

Top Countries
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Figure 3.4 (b)



4. OTHER OBSERVATIONS

Our study, especially the static analysis of théada
brought the following interesting observationsitht as
well:

1. Facebook AJAX scripts prefetch atleast 1 extra
photo during an album access. We observed that
when a user clicks on an album and views photo
N, the AJAX calls also prefetch the N+1 photo.
Hitting “Next” to see the N+1th photo, then
triggers a prefetch of N+2 photo. This is in sync
with other photo sharing services which use this
technique to improve the user experience

2. In certain cases, if a user views a photo in an
album and remains inactive for some time, a
subsequent request for next photo in the album,
triggers the prefetch of at least 3 more images
from the start of the album. For example,
assuming the album cover for an album with 60
photos is photo # 10, a user click on the album
cover will display the cover photo i.e photo #10.
At this point, if the user hits “Next” after some
time of inactivity, one can see photos #1,2, and
3 getting prefetched. Some arbitrary time later
Facebook returns to the normal mode of
prefetching an extra image as described in 1,
only this time it does not start from the N+1th
image but N-kth image. In our runs, we found
the k to be arbitrary. So far, we haven't figured
out a rational explanation to this behavior and
we believe it is a crude attempt to do over-
optimization and needs to be investigated
further.

3. The prefetching behavior is not seen in the case
of CNN. This is also not seen in the case of
Facebook accesses via mobile devices.

4. For most touch phones (like iPhone, HTC
Android), facebook redirects the wuser to
touch,Facebook.com. For all other mobile
phones (like Symbian OS Nokia N Series), the
default mobile Facebook  server is
m.facebook.com. In our tests, we found
touch.facebook.com to be displaying more
images and m.facebook.com being more
restrictive in fat content display. There is algo n
rational explanation to this. We believe a better
approach would be to figure the b/w of the user
out and then decide on the content delivery.

5. The fat content for the Facebook access via a
mobile device is also delivered via the CDN
nodes. However , that for CNN appears to come
from .cnn.com domain.

6. CNN shortens the URLs in the case of mobile

accesses unlike Facebook.

7. Facebook is still not used extensively for video
sharing. We found approximately ~0.0017%
requests for videos uploads/views.

8. The requests are evenly load balanced across the
Akamai facebook CDN domain names
(photos*.fbcdn.net). This, however is not the
case with CNN wherein there is a 1:8 ratio of
request loads.

5. RELATED WORK.

There have been attempts to do measurement stiodies
OSN's before, we however argue that a large sdaltys
of the Facebook site especially with respect tatattent
dissemination and its implications on the netwaak hot
been attempted before.

Balachander et al [1] identify distinct collection$ the

user content from the publicly available data arydtd
characterize their behaviors and geographic growth.
However their work is limited to Twitter, a highly
popular micro-blogging application which allows the
users to post no more than 140 character messages.
However our focus is more on the fat-content lildeos

and images.

Nazir et al. [2] monitor and
characterize the usage of third party Facebook
applications. By further studying the interactions

between these applications and the OSN usersathe s
authors identify some potential performance bogtds
within the Facebook server infrastructure [3]. Bteliing
can be used to enhance the user experience here.

Wilson et al [4] have attempted to do a large sstley

of the Facebook network by crawling Facebook regjion
networks (which have been phased out by Facebook
since last year), However their analysis is moi$ed

on whether social links are real indications of tbal life
interactions and hence is significantly differerdnfi our
approach.

Mislove et al [5] gather datasets for multiple sbci
networks (namely Hi5, Orkut, LiveJournal and Yowdyb
and try to identify various characteristics of aisND
However, their study, though relevant in undersiragnd
how to measure an OSN, does not focus on the anabunt
the fat-content generated or accessed.



6. CONCLUSION AND FUTURE WORK

Our study has helped gain more insights into theesd
distribution of Facebook and how it compares with a
popular non-OSN site CNN wrt the fat content acesss
However, there are still some rough ends to beedartit
that will strengthen our results.

For starters, we would want to analyze more ingress
traffic and try to draw some correlations betwebe t
egress and ingress traffic wrt user sessions aed th
activities per session.

We have also written a Facebook Application thatesi
the user data during their active session on FaxeiWwe

will add more functionality to gather data regaglimser
friends, album and videos liked.

Finally, we would attempt to analyze more Facebbak
pages since the level of user interaction on sagey is
very high and we do see a lot of spatial localitythe
active users.
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