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Abstract—Outdoor community mesh networks based on 802.11mesh networks include [3], [4], [5], [8]. We first motivate wh
have seen tremendous growth in the recent past. The currentthe performance behaviour of links in such networks needs a
understanding is that wireless link performance in these $6ings reyisit. We then present detailed measurements to show that
in inherently unpredictable, due to multipath delay spread Conse- link indeed h dictabl o Whil h
quently, researchers have focused on developing intelligerouting INks can indee ave preaictable pe_ Qrmance' 'e_ suc
techniques to achieve the best possible performance. In thpaper, Measurements have been done for WiFi-based Long Distance
we are specifically interested in mesh networks in rural locons. (WILD) links earlier [7], [8], in this work we consider more
We first present detailed measurements to show that the PHY traditional, short-distance links (e.g. deployed withiviltage).
layer in these settings is indeed stable and predictable. e \yg show that link error rate is strongly correlated with RSSI

is a strong correlation between the error rate and the receied . . - . .
signal strength. We show that interference, and not multip¢h (received signal strength indicator) or the SNR (signaldse

fading, is the primary cause of unpredictable performance.This ratio). There is a clearly identifiable RSSI threshold (elds

is in sharp contrast with current widespread knowledge from the card sensitivity measured in controlled settings) belyo
prior studies. Furthermore, we corroborate our view with a fresh which the error rate is close to 0%. These observations are
analysis of data presented in these prior studies. Based oruo in contrast with those of Roofnet [6].

results, we argue that outdoor rural mesh networks can indee Wi ide st id to indicate that ext Lint
be built with the link abstraction being valid. This has seveal € proviae strong evidence 1o Indicate that external Inter-

design implications, and opens up a fresh perspective on a @¢ ference, and not multipath induced delay spread is the pyima
range of technical issues in this domain. cause of unpredictable link behaviour and lack of depenglenc

on the RSSI. In contrast, Roofnet concludes that it is uhlike
that foreign 802.11 packets are responsible for the obderve
Community mesh networks based on IEEE 802.11 [1] (Wikijreless packet errors [6]. We provide evidence for our view
technology are growing in popularity, both in terms of dgplonot only based on our own measurements, but also using a fresh
ment [2], [3], [4], [5] as well as among researchers [6], [7dnalysis of the data from Roofnet itself [14].
[8], [9]. This has been driven primarily by the fact that WiFi Our analysis indicates that the conclusions in Roofnet are
is a commodity technology. likely incorrect, not only for rural mesh networks, but also for
Predictable performance of these networks is critical éad+ urban mesh networks. This is significant, since the Roofnet
time applications. In fact, for rural areas in developingioms, study is widely cited, and is also used in follow-up work on
video-conferencing based applications have been reptwrted routing protocols [7], [8], [9], [15].
the primary use of the network [3]. However, multi-hop meshFinally, based on short as well as long-running experiments
networks are not really known for predictable performarioe.we show that the received signal strength indicator (RSSI) i
the current literature, the measurement work from the Mstable, with only a small band of variation of 3-4 dB, for most
Roofnet deployment [6], [10] is the primary extensive redinks.
world study of performance in these networks. In this work, Our results have a wide variety of implications. The fact
the authors suggest that unpredictability in performararaes that external interference, or “RF-pollution”, is the mdatctor
right from the PHY layer [6]. That is, wireless links exhibitvhich causes unpredictable performance, does not boddarell
widely varying and unpredictable error rates due to largeilding mesh networks with predictable performance inaurb
multipath-induced delay spreads in outdoor environméltte. settings, where such RF pollution is quite prevalent. Havev
study finds little correlation between the received sigwal-in rural settings where there is little network connectivio
noise ratio and the observed link error rate. The conclussidregin with, it is intuitive to expect that external interéace will
indicate that the very abstraction of a link breaks downhwibe minimal or non-existent. This intuition is also corroaizd
packet error rate anywhere between 0% and 100%. Cbwp-practical experience in several deployments [7], [8], [3
sequently, researchers have focused on optimizations eatlthsuch settings free of RF-pollution, our measurementltesu
routing layer [11], [12], [13]. imply that outdoor links can be planned to have predictable
In this paper, we focus on mesh networks deployed in rupgrformance by having RSSI above a threshold. Or in an
regions. Such a consideration is important since such msgialready deployed network, links can be classified as exjstin
form a large fraction of the world today. Some examples odiruor not existing based on the RSSI threshold. In other words,

I. INTRODUCTION



the link abstractiordoes hold, and forms a strong foundation This then brings us to the question of whether the link
on which to build applications with predictable performanccharacteristics in FRACTEL are going to be like that of
This forms the basis for a fresh perspective on technicakissRoofnet, or like that of DGP. The results from these two kinds
in rural outdoor mesh networks, as articulated in our pafalbf networks show starkly contrasting results. Table | pded a
work [16]. comparison of the main measurement results from Roofnet [6]
Furthermore, in our setting, we argue that routing metdaond DGP [7], along with the open questions in the context
and routing protocol design as considered in existing megshFRACTEL. In the course of our study, we have not only
networking literature [11], [12], [13], [15], [17] are utkitly found results contrasting those reported in [6], but alseeha
to be applicable in our setting, since these assumaithence re-analyzed the data from [6] itself, to arrive at altermati
of a link abstraction. Further, metrics such as ETX [12] &onclusions. The rest of this paper details our results hait t
WCETT [17] try to distinguish between links which havanplications.
intermediate loss rates (between 0% and 100%). In our gettin m
we encounter such links only while operating at or near the
RSSI threshold. We show that trying to distinguish between/Ve now present our methodology, followed by our measure-
such links can lead to unstable behaviour. ments, and then a fresh analysis of the data from Roofnet.
Paper outline: The next section (Sec. Il) presents a brigf Experimental Methodology
background of the FRACTEL project and motivation for our5

work. Sec. Il presents our detailed measurement study @i onments: a rural village & a residential universityrgzus.
analysis. We also present here, our |r_1terpretat|0n of tha CWe chose one location within the village and five locations
colle_c_ted In _[6]' In Se_c. IV, we (_Jlescnbe our results on tr\}\‘ﬁthin the campus. For eadbcation, we fixed one transmitter
stability of link behaviour over t|_me._ The re_sults from_o osition, and varied the receiveposition over six different
measuremen_ts have several |mpI|cat|on§, which we ar.tnau oices. We thus have a total of 36 links.
in Sec. V. Finally, we present a few points of discussion iNtpe |ink lengths were in the range 150-400 m. The distances
Sec. VI, and conclude in Sec. VII. involved in our study are similar to those in the Roofnet
study [6], except that the Roofnet study had a significant
number of links over 500 m. The locations in the residential
Community networks based on multi-hop 802.11 have begfimpus also had building heights and building density akin
deployed around the world. There are two main categories®fthe village location (densely packed houses, with most
such outdoor mesh networks in the literature : (1) longeadise, buildings at most two or three storeys tall, and scattereesiy.
with links up to several tens of kms, and (2) shorter distanG#e campus environment specifically helps us in studying
with most links below 500 m. Examples of the first kind ahterference versus multipath as being the cause for packeat
network are the Digital Gangetic Plains (DGP) project [18htes.
and [8]. Examples in the second category are the MIT Roofnelt is worth noting that although we have only six locations in
project [19], and the various mesh deployments in [2]. our measurement set, thuiformity of results across these six
In the FRACTEL (wiFi-based Regional/Rural data ACcegs#/es us confidence in our results and their implicationg. FEi
and TELephony) project, our goal is to build WiFi messhows the village location and the five on-campus locations.
networks to support data and multimedia applications, mlruFor each location, the transmitter positions are marked wait
settings. In a typical FRACTEL deployment, we wish temall circle in the figure. The receiver positions were athivi
use the mesh to extend Internet connectivity from a singhe ellipse marked for each location. A brief descriptioreath
point to multiple nearby buildings. The single point may éawf the locations is as below.
connectivity from a wired connection, a satellite connactior (1) Village (Vill): we had a 400 m x 400 m area with densely
perhaps from a long-distance WiFi mesh like DGP itself. Frqmacked houses (1-2 storeys tall), and a few scattered trees.
this point, we may require to provide Internet connectivity (2) Sudent Dormitory (Dorm): a student residential dormitory,
nearby buildings such as residential houses, communityegnwith four rows of three storey tall dorm rooms & a few scattere
schools, hospitals, or government offices. Examples ofectiritrees in the vicinity(3) Housing Apartment Area (Apt): several
deployments which fall under this category include [4],.[5] rows of two-storey housing apartments on campus, with dense
In many respects, FRACTEL resembles Roofnet more these cover for a residential are@) Housing Apartment Area-2
long-distance mesh networks. Most links are expected to(Bpt2Dorm): at this location, we had the transmitter at another
short (up to 500 m). And importantly, we do not wish to useusing apartment area and receivers at the dorm area; there
expensive, tall towers like in DGP [3]. However, the envigdd were a few scattered trees in-betwedB) Academic Area
deployment environment for FRACTEL is quite unlike that &@orridor (Acad): within the university campus, with several
the Roofnet study: a dense urban setting is not our primbaunildings in the vicinity; for approximately a 100 m portiarf
deployment target. In our setting, we expect a few buildingise corridor, it was flanked by buildings about 3 m from the
two or three storeys tall in rural environments or sometimesrridor, on either side; the rest of the portion of the cbori
even in semi-urban residential communities [20]. We henegas open(6) Ground Area (Gnd): near theApt area above, we
expect the multipath behaviour in FRACTEL to be somewhérad a play ground, and an adjoining small forest like area wit
in-between that of Roofnet and DGP. dense foliage.

. ERRORRATE ANALYSIS

nvironment: For our measurements, we chose two kinds of

II. FRACTEL: BACKGROUND AND MOTIVATION
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(24-48 hrs) at thedpt and Apt2Dorm locations.

Choice of transmitter/receiver positions: At each of the
five locations, we first chose a convenient transmitter pmsit
The transmitter was placed at an elevation, atop a building
terrace in all cases excef@nd. At Gnd, the transmitter mast
was placed at a clearing, on a 1.5 m tall tripod.

For the receiver position, we definegamod position to be
one where there was clear line-of-sight, and the mean RSSI
was about-70dBm. The RSSI was calculated over an initial
set of 1000 packets sent from the transmitter. We define a
medium receiver position to be one which had some foliage or
building in-between, and the RSSI thus calculated was about
—75dBm. A bad receiver position is one where the RSSI was
about —80dBm or so, and there was no clear LOS. At each
location, we chose a combination of good, medium, and bad
positions.

B. FRACTEL Results

The primary characteristic for wireless links is the errater,
measured as a function of the RSSI [6], [7]. The correlation
between the two to a large degree determines whether or not

the link abstraction holds. An understanding of this is rdak
Hardware: We used the Senao 2511CD plus ext2 PCMCH§ any higher layer mechanism or application metrics like
cards, inserted mto_laptops (1_.7GHz Intell Pentium, 512M|$roughput. Hence we look at this aspect in-depth.
RAM) for our experiments. It is worth noting that both the_ We observed that for many transmitter-receiver position
Roofnet study [6] as well as the DGP study [7] used t 3irs, there was some variation (up to 4 dB in most cases)

same type of WIFi cards. Using the extemal connectprs"qf_the RSSI, across the 6000 packets in the 2 min duration.
the PCMCIA cards and RF cables, we connected 8 dBi 0l ce e decided to separate out the 6000 packets into 60 bins
antennas at the transmitter and the receiver (Roofnet ted Ust 100 packets each. Note that these are bins oftt@@mitted
similar 8 fJBi omni-antennas). The antennas were mountedpglaketS, not 10@eceived packets. We also note that if a packet
a small trlp_od stand about 1.5 m tall. _is received with an error in the CRC check, its reported RSSI
Software: The laptops used Linux 2.6.11, and HOStAP drivRL,ging is still reliable, since it is measured at the remesv
version 0.4.9. We instrumented the driver to pass various pe, q.
packet information to the user level at the receiver; RS8isa For each of the 60 bins, we compute the average RSSI
(silence) level, rate (1, 2, 5'5.’ or 11 Mbps), MAC headeridiataan the error rate. If in a t;in we do not have any received
and whether or not the received packet passed the CRC crrmﬁg kets (not even with CRC error), we take the RSSI to be
The receiver was set in monitor mode for all of the experireent | ) /5. \we note that the noise. or silence level in most of
The transmitter sent packets at a fixed transmit power apgd experi.ments was-94dBm. to —’95dBm So plotting the

transmit rate, in adho, pSGUd.O"bSS mode, with an INtek@a oo rate against the RSSI is equivalent to plotting adétres
gap of 20 ms. In each experiment, the transmitter sent 6

packets (overall duration of 2 min). Unlike [6], we specifiga ' -
did not send packets back-to-back, which enables us to‘ui.:)serWhﬁn we originally plotted the error rate versus RSSI graph,

the effect of external interfering packets more direktlixpart We observed several points which showed a high error rate

from the 2 min experiments, we had long-running experimedt(?ssme a high signal strength [5dBm or above). When we

{08ked into our receiver side logs for these cases, we obderv
that there were lots of packets from external WiFi sourcéss T
was especially so at th&cad, andGnd locations. At theAcad
location, there were many external WiFi sources in the vigin

Fig. 1. Maps showing experiment locations (courtesy Godggeps)

Linter-packet interval = 20 ms & per-packet transmit dumatie 12 ms at
most imply that we will most likely capture some foreign petsk (if any) in
the gap> 8ms between two successive packets.
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c{f)%gsgrefreergﬁirggg ] cards of the same make.
e The RSSI threshold values observed in Fig. 2 are thus within
1-2 dB of the threshold values observed in our RF cable
experiment.

There are a few isolated points in Fig. 2 (around RSSI
~ —T75dBm, for 11 Mbps), where even at the interference-free
locations, we have a significant error rate. A look at the ixere
log for the experiment corresponding to this revealed thate
O oy g et el was significant RSSI variation during the first 15-20 seconds
RSS! (dBm) of the experiment, which caused most of the packet losses.
After this initial period, there were almost no RSSI vadati
or packet losses. We think this is likely due to experimental
error.

In both the four plots, we see that at the interference-prone
positions, correlation between the error rate and the RSSI
breaks down, and there are several cases of high error rate
even in the presence of high signal strength. In the figure,
we can visually identify clusters of points for the intedace-
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Q00 o o e prone locations. The different clusters correspond toedgifit
RSS! (dBm) locations, and the clustering is due to the different lewls
Fig. 2. Error rate vs. RSSI (1, 11 Mbps resply.) interference at these locations.

For one of the positions in thé\pt location, we were
And at theGnd location, the signals were likely coming fronglearly able to see the dependence on external interfergvee
a long-range WiFi link setup by someone in the vicinity. jnitially ran our 2 min experiments and observed interferen
We then separated out cases where our receiver logs shoyyeghis position, and high error rates. We then identified the
foreign packets from those which did not. We term theggerference to be from a known WiFi source. We then had
as interference-prone and interference-free cases respectivelythe interference source temporarily shut down. When we then
In our data at the interference-prone locations, we obseryg.ran the experiment, the error rates came down to close to
anywhere from about 500 to over 90,000 foreign packets oygfg.
the 2 min duration. We now compare the above results with a fresh analysis of
We plot the error rate versus RSSI for the two categori@a data from Roofnet.
of locations. Fig. 2 shows such plots for the experiment$ wit
transmit rates fixed at 1 Mbps and 11 Mbps respectfvélye C. Roofnet Data: A Fresh Analysis

plotted similar graphs for the 2 Mbps & 5.5 Mbps rates 100, oy experiments presented in the previous section show that

but do not show them for Iack of space: the °b5ef"‘?‘“°'.”s m%%ernal interference is the main culprit in causing highoer
below hold for these transmit rates too. Each point in earcél?

ot s a 100 ket bin f dcular t ” es at RSSI values above the receiver sensitivity. Hovs doe
plot represents a UL packet bin from a particuiar transmi this compare with the conclusions from existing literatore
receiver position pair.

. . measurements in this domain? The main measurement study
We clearly see that at the interference-free positionsiethg, ;apie on outdoor mesh networks, which is widely cited, i

is a very strong correlation between the signal strengthtlaedthe Roofnet study [6]. Hence it is imperative that we look at
observed error rate. There is a threshold signal strengl)kreab[hiS in depth

which the error rate is more or less negligible. For the 1 MbpsThe authors in [6] make the following observations (among
&11 Mpps rates, this threshold is abouB_GdBm & —79dBm others). (1) Packet loss cannot always be attributed to IN®;S
re;gez;lvelé. F(;roz dl\]gbps & 5.5t!\/lb|ps, this threshold was ab?HEre are several cases where the loss rate is high evenhat hig
To se7enhow these tﬁersrslgréic\;;ﬁj}é.s compare with the sce Sr'\IR (Fig. 14, 15 in [6]). (2) There is no correlation betweksa t
NAiiber of lost packets and the number of foreign (interfeegn

where there is no wireless channel, we used the same c% Sets (Fig. 18 in [6]). (3) Introducing delay spread cause

to. perform a cc_)ntrolled experiment indoors when the trans- h loss rates (Fig. 19 in [6]). (4) Prior measurements ienr
mitter and receiver cards were connected by an RF cablee ironments have reported delay spreads of dyer [21],

these controlled experiments too, the noise floor was betw C o
o _ Ff‘z , which is well beyond the tolerance limits of the 80211
—95dBm and—94dBm, much like in our outdoor experiments 1, which is w y m

. eceiver [23].
-tl;gli thlrf/ShO;g_ZSS dsé valugeg d;bove 8V;25h ﬂ;i der;olrd ;}ate {el ased on the above observations, Roofnet suggests thz, sin
W7o W m e " -~ ' external interference does not seem to be a factor, muitipat
respectively for the four transmit rates. These are closth¢o

) L - induced delay spread in excess Iyis is the cause of high
card’s sensitivity values. We observed similar values \uitter loss rates at high SNR. This is contrary to our conclusion.

2Like in [6], [7], we turn-off the card’s auto-rate fallbackhe error rate On th_e surface |t_appears that this is because of the differen
measurements in fact serve as input for the design of anyratganechanism. experimental environments: dense urban versus ruralfaamp



That is, while the study in [6] has encountered significant
multipath, our measurements have not. However, on a closer
examination of the Roofnet data, we have observed strong
evidence to the contrary.

We have looked at the data reported in [6], available
from [14]. A strange pattern we observed was that the noise
floor measurements in this data were not only much higher than
ours in many cases, but also showed significant variatiomsacr
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the various packets.

Now, the noise, or silence level as reported by the card, for
a particular received packet, is the energy level as medsure
before the packet reception began. So irrespective of the
presence or absence of multipath, the noise level shouldirem
more or less constant for the various packets. This is what we
observe in the data we collected in FRACTEL. Most packets
show a noise level of94dBm or —95dBm.

To show how the Roofnet data shows very different be-
haviour, we choose the subset of the transmitter-receiaes p
where the average RSSI was ov€f7d Bm at the 11 Mbps data
rate (well above the measured card sensitivity-&fldBm),

Fig. 5.
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and those which showed a loss rate between 20% and 80%.
That is, where we have high signal strength but still high
error rate. We have 26 such points. Fig. 3 plots the 5%-ile,

50%-ile (median), and 95%-ile noise levels for these ppints  The only explanation for the high and variable noise levels
increasing order of the median noise level. is the presence of several 2.4 GHz sources. More likely than

not, these are other WiFi sources: it is hard to imagine such a
, wide prevalence of non-WiFi 2.4 GHz sources.
We are now faced with a few follow-up questions. Why did
Roofnet not observe correlation between the number of lost

TABLE Il
CONTROLLED INTERFERENCE EXPTRESULTS
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Fig. 3. Noise levels in Roofnet data (11 Mbps) any interference-aware routing? We next present conttolle

experiments to understand these aspects.
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D. Understanding Interference

The setup for our controlled experiment is depicted in Fig. 6
We have two transmitterd and B and one receiveR. R’'s card
has two connectors for the external antenna (for diversityg
Fig. 4. Noise levels in Roofnet data (1 Mbps) make use of these two connectors to connktt R andB to R

We wish to note that for these points, the average SNR {§gPectively. This is shown in the figurg.is in monitor mode.
was very high (11 to 39 dB). We observe that the median ndidnis arrangementd and B cannot hear one another, bt
levels are as high as86dBm, with most median values afa" hgar both (|._e. a case of hidden nodes).. Both transmitter
_90dBm or above. We also observe that the 95%-ile mintk€re in pseudo-ibss mode, had auto-rate disabled, and were
5%-ile (band where 90% of the values lie) can be as hight@smitting all packets at the 11 Mbps rate, with an inter-
16 dB! In contrast, the noise levels in our FRACTEL data wR&cket interval of 2 ms. Each experiment ran for about 2 min.
at most—94dBm, with a variation of only about 1 dB.

Fig. 4 plots a similar graph for 1 Mbps data points. Here we
chose only those transmitter-receiver pairs where theageer
RSSI was over-80dBm (again, well above the card sensitivity
of —88dBm) and the error rate was between 20% and 80%.
Once again, we see behaviour similar to the earlier plot.

Silence level (dBm)
©
a

1 1 1
20 30 40 50 60
Transmitter-Receiver pair num.

70

RF cable Fixed attenuator

Step attenuator

Fig. 6. Setup for interference expt.

Fig. 5 shows the variation of the RSSI and noise levels, as & this setup,A and B act as interference to one another. We
function of the packet number, for the data point no: 13 (fifixed the attenuators such that the mean RSSp’sfpackets at
are numbered 0 to 25) of Fig. 3. A CDF plot (not shown her&)was about-75dBm. We varied the attenuator at across
for the same data point showed that about 50% of the paclets experiments, such that we had mean RSSI values #flom

show a noise level of about90dBm or more! to be about-90dBm, —85dBm, —80dBm, and —75dBm.



From R’s log, we calculate various statistics. These af€ol-3). Surprisingly, forB, the reported maximum noise level
summarized in Table Il. The obvious aspect which stands ¢Dbl-9) across the set of packets seems to correspond to the
is that asA’s RSSI increases, the loss rate dfs packets interference level (i.e. RSSI from). However, there is no such
decreases and that &f's increases (Col-3, Col-4 in the table)elation for A’s reported maximum noise levels. For example,
We make several subtle but significant observations below.the maximum noise level seen fet's packets in experiment

P1: First, the noise as well as the noise band are quite hijlwas only—85dBm, whereasA’s interferenceB, we know
in almost all of the cases in Table Il (Col-5, Col-8). Theseas at—75dBm.
are similar to the noise levels observed from Roofnet data irThe variable noise floor can be explained as follows. The

Sec. IlI-C. hardware for the Intersil Prism2 based cards maintains senoi
So, interference does cause the noise level to be high and floor based on an average of 256 samples [23]. The noise level
variable. reported by the card for a received packet, is the noise flegir j

P2: Again focusing on experiment no: 2 of Table Il, we sdgefore that packet's reception started. This value thusniép
that so far asB’s packets are concerned, there is a loss @i the exact timing of the received packet, with respect & th
18.3% (Col-4). But then, the number dfs packets receivedinterference traffic. This of course is unpredictable anbide.
are very few. With a loss rate of 99.2%, and a sending rate oWhat the variability implies is that, just reading the noise
500 pkts/secA’s packets are received at an average rate of ofdyel to gauge the level of external interference, can bg ver
4 pkts/sec. But this is sufficient to cause an 18.3% loss raeor-prone, at least on this hardware.
which amounts to 91.5 lost pkts/sec! Even when we shut ofP5: Can one estimate the link performance based on the
B’s transmissions and had only transmitting, we observedaverage measured noise floor for packets? To explore this
that the number of received packetsAfvas low (it had about possibility, we plot the observed noise floor versus the rerro
99% loss rate). This was because the average RSSI #fdm rate. We compute this within 100-packet bins for the same
only around-85dB8m, much below the sensitivity as measuragansmitter-receiver pair in Roofnet as for Fig. 3. Fig. Db

earlier (—81dBm, see Sec. IlI-B). this plot. We see that for a given average noise floor, theee is
So, the packet loss rate can be high even when the number wide range of error rates possible! This means that we cannot
of observed interference packets is low. really estimate the expected interference, or the resuliak

P3: Not related to our experiment above, it is easy to sgehaviour, based on the average noise floor either.
why the packet loss rate can be low even when the number of

interference packets seen is high. This can happen when the two 100 =
transmitters can hear one another. So the interferencel\simp % ‘it
backs off when transmission on the link of our interest start g o
Now, Roofnet used the following methodology to rule out § % gl
external interference as a significant cause of packet estes § o N
(Sec. 8 in [6]). On each link, they first measure the average ol ﬁ
rate at which foreign packets seen in a 90-sec duration. Then %02 o1 90 B9 85 67 86 55 B4 83
they measure the packet error rate seen on that link in the Noise Floor
immediate next 90-sec period. A scatter plot of these twavsho Fig. 7. Avg. noise level versus error rate, 100 pkt bins

no correlation (Fig. 18 in [6]), and based on this they codelu

. L o IV. STABILITY OVER TIME
that foreign WiFi sources are not a significant source of pack , ) ) ) i
error rates. We saw above that link behaviour is unpredictable in the

P3 and P2 taken together indicate how we may have m§€S€Nce of interference. This leaves us with the question o

correlation between the foreign packet rate and the obderdSther it is possible to build links with predictable petfo

error rate, and still have all of the packet errors causedtdud"ance |r; mterfr(]are(rj]ce frede envwofnments. h
interference. This, taken along with the high and varialdse Apart from the dependence of error rate on the RSSI (or

levels (Fig. 5) in Roofnet, leads us to conclude that exler%\\IR)’ tr;]e o_the_; erllement Of predictalta)illity LS the stabilifytioe |
interference did play a major role in causing their erroegat <>°!- Thatis, if the RSSI is (un)stable, the error rate cao a

This then also raises sufficient doubt on their conclusion ¥t €XPected to be (un)stable. We are interested in knowing

multipath delay spread being the main cause of packet erFBPS stability at (a) smaII_ tl_me scales,_ as yvell as at (t.)) large
in their environment. time scales. The former is important since it may affectiraut

decisions and the stability of any routing protocol depernide

E. Gauging the Level of Interference on link performance. The latter is of significance if we are

P4: We now look at the question whether the card reporteying to provision a link during a planned deployment. Or in
noise level be used to gauge the level of interference, usamgalready deployed network, when we are trying to determine
the results from the above controlled experiments. When wigat the transmit power should be for two nodes to connect to
plotted the per-packet noise level of As or B's packets, wome another.
observed a high degree of variation even in our highly con-To capture the short term variation in RSSI, we consider
trolled environment, similar to the variation in Fig. 5. Fher, data from our 2 min experiments. For the various interfeeenc
in Table Il, we compare the card reported noise level (Céiiee receiver positions in our experiments, we have caledla
5 to Col-8) with what we know to be the interference levéie variation of the per-packet RSSI. We express this variat



in terms of the 5%-ile, the 50%-ile (median), and the 95%-ile Location P“" LOS? ?h"; “55(;;“’)' “5:;")‘ “5?;;)"
. . 'osn. TS, m, m,
Fig. 8 shows the plot of these values, along with the mean RSSI |1 Yo p o o 3
for the various interference-free positions. The figurdudes Apt | 2 [ No(omefolinge) | 48 ) 7 8
data from a total of fourteen different positions, and allifo Apt_| 3 | Nolome loluge) |45 = 2 o
- . N X Apt2Dorm| 1 Yes 24 -75 77 2
data rates. The points in the plot are sorted in increasidgror Apt2Dorm| 2 Yes 24 20 71 ]
of the median RSSI. Apt2Dorm| 3 | No (some foliage) | 24 19 81 2
TABLE Il
= 45 — LONG-TERM RSSIVARIATION
g Mean
S 50 Srile a-- Do o )
£ 55| Median (50%i6) -~ il we have a small variation band of about 3-4 dB in most
2 & ;***W R cases: LOS as well as non-LOS. In LOS cases, the band never
T 65 wf‘v o [ exceeded 4 dB. In a few non-LOS cases, a few positions showed
= Ll H
2 oL w‘.f i bands larger than 4 dB.
e " ..
- _ﬁmﬁ'“"‘; The short term variation tells us when wannot expect
& _8Or P predictable behaviour. Note that the steep portion of tmerer

0 5 10 15 20 25 30 35 40 45
Tx-Rx Pair

rate versus RSSI plot (Fig. 2) is only about 4-6 dB wide. Given
that the RSSI variation itself can be 4 dB or so, we cannot

Fig. 8. Variation in the RSSI expect any stability (short term or long term) in the erratera
The band between the 95%-ile and 5%-ile represents {thgperating at or near this region.

band within which 90% of the packet RSSI values will lie.

We see in the figure that for most of the experiments, this 80

band is within 3-4 dB. For three of the cases, pair humber oy

16, 19, and 36 in Fig. 8, the band is 6-7 dB. All of these were g T

cases where we did not have clear LOS between the transmitter g ig I I

and the receiver. A look at the variation of RSSI with time E w0 g LR fl\!/\ | f

revealed that in both cases there were periods of severahdsc Y2 va N y’l Ly J“’ ,ﬁ!

during which there was a marked drop in the RSSI. This likely 10 [ L)

indicates some person or obstacle in-between in that durati °c 10 20 30 40 s 60
Fig. 8 has three cases (pair numbers 42, 43, 44) where the Bin Number

band was 18 dB, 23 dB, and 24 dB respectively. A look at the Fig. 9. Variation in the error rate

RSSI variation with time revealed that there were severt da To illustrate the above aspect, we consider a receiveriposit
points which had about 20 dB lower RSSI. We have determinedur data which showed an overall loss rate of 25%, at the
this to be a hardware quirk in the particular card make. SukhMbps data rate. We picked this since the error rate is eeith
sudden drops in RSSI can be seen even when the wiref@se to 0% nor to 100%. This is one of the positions/ih,
channel is eliminated and the transmitting & receiving sarfith an average RSSI 0f80.5dBm. The RSSI band for this
are connected via an RF cable. This hardware quirk has #188ition was—82dBm to —79dBm. For this data, we plot the
reported in other studies [7]. But for these quirks, these dabserved error rate over 100 packet bins, as a function dfithe
points too had a narrow RSS! band. number (or equivalently time), in Fig. 9. This figure indiest
But for these exceptions, we can safely say that we &My it is not safe to operate near the steep region of the error
expect the RSSI variation, although dependent on the emvif@te versus RSSI plot. There is significant variation in threre
ments, to be within about 3-4 dB is most cases. In all of di@te across just 100 packet bins, due to the variation in RSSI
LOS cases, we observed a band of at most 4 dB. across the steep region of the curve in Fig. 2. We observed
We also analyzed similar statistics for the Roofnet data, gmilar variation in other experiments too, where the erate
our data at the interference-prone positions. We observe@as between 0% and 100%.
similar pattern: the 95%-ile to 5%-ile band was within 5 dB fo
most links. There were a few links in the Roofnet data which
showed larger bands (6 to 11 dB). In this section, we describe the main implications of our
To understand RSSI variation over longer durations of tinfeeasurement results. To summarize, the key novel points
we have run two separate experiments atApeandApt2Dorm We make in the context of outdoor mesh networks are the
locations (see Fig. 1). In each case, we had one transmitterfallowing.
three receivers at three different positions. This is mdrike  « Multipath does not show up in any significant manner,
Fig. 1. At Apt, the experiment ran for a duration of 48 hours, at least for the variety of deployment scenarios in which
while at Apt2Dorm, the experiment ran for 24 hours. we have conducted experiments. All cases of packet error
Table 1l shows a summary of the results from the six ratesin our study can be attributed to external interfezenc
transmitter-receiver pairs. We see again that in the LO®8gas « RSSI is indeed a good predictor of link quality, with the
the 95%-ile minus 5%-ile band is within 4 dB. Even for one threshold being within 1-2 dB of the threshold measured
of the non-LOS link, the variation was small (2 dB). in a controlled environment using RF cables. Beyond the
In sum, over short time scales as well as larger time scales, threshold, we can expect stable and low error rates.

V. DESIGNIMPLICATIONS



« When operating at or near the threshold, loss rates carthmre is no way to control the external interference. Faataly,

unpredictable. the consideration of such adaptation is unnecessary ir rura
« RSSI variation is within a band of about 3-4 dB, over shattings, since we do not expect external interference to be
as well as large time scales for most cases. widespread.

« External interferencés a very significant factor and can Interference aware routing: There are several prior efforts
cause high loss rates. In our experiments, it is the maihich have focused on interference-aware routing (e.g], [25
factor which causes unpredictability in link performanc26]). Most of these seek to mitigataternal interference, i.e.,

« Gauging the level of external interference based on dhterference among the links of the wireless mesh itselfe Th
served noise levels appears to be quite difficult, at leagtrk in [27] seeks to gauge such interference and predikt lin

on the hardware we have used. performance. It also considers modeling external interfee,
We now articulate the implications of the above points. ~ based on the observed signal strength variation. Howeveuyti
experiments, we have not observed any significadtitional

A. The Link Abstraction RSSI variation due to external interference: there is dlyea

Much of the approach in building and managing outdodr* dB variation even without interference.
community networks thus far has been based on the assumptidirther, our measurements in Sec. I1I484(& P5) indicate
that link abstraction is absent; that error rates are uriptznle that gauging the level of external interference based dreeit
due to multipath, which is not in our control. We have showhe card reported noise level or even based on the average noi
this to be untrue in our setting. level (as suggested in [25]) can be error prone.

In the absence of external interference, our data on the Ioeg
term RSSI variation tells us how to achieve the link absioact
Suppose we wish to build a mesh network. For a desired linkt is well known in the literature that the 802.11 CSMA/CA
between two nodes, we need to ensure that the RSSI thresNAE is not suited for multi-hop mesh networks. It causes-self
is above what is given in our error-rate versus RSSI plots. Paterference. That is, interference across multiple linksa
e.g. from Fig. 2, this threshold would be79dBm for 11 Mbps path. Given the prevalence of external interference in aum o
links. Furthermore, we can expect an RSS| variation of 3-4 @Egasurements as well as in the Roofnet data, it appears all
on larger time scales. To account for this, the RSSI must betse more unlikely that CSMA/CA can achieve any predictable
with a head-room of 3-4 dB higher than the above-mentiorig@iformance in such mesh networks. The use of RTS/CTS
threshold. Algorithms for planning such wireless netwarkth may not really help: as shown in Roofnet and as explained
predetermined link RSSI, in long distance settings is exquloin Sec. I1I-D (P2), we can have several interference sources at
in [24]. interference range but not in reception range.

Such an approach can be taken also when determining whdihe feasibility of the link abstraction on the other hand,
the transmit power should be at two nodes seeking to forrapens the door for TDMA-based MAC approaches. Prior
link, in an already deployed mesh network. For links form&¢prk [28], [29], [30] has already shown prototypes of TDMA-
as above, we can expect stable and predictable behaviourt@sg¢d MAC implementations on WiFi hardware. However,
the link abstraction will hold. The link would perform morénulti-hop TDMA implementation and scheduling are still ape
or less like a wired link. This would simplify higher layeissues.
protocol design, and give a strong foundation on which tddbui
applications which expect predictable performance.

Implications on MAC

VI. DISCUSSION

Multipath and delay spread: In the environments in which
we have tested, multipath induced delay spread is cleathano

Routing metrics: In the absence of the link abstractiorsignificant factor. And we have shown that in the Roofnet data
much work has focused on the design of appropriate routtng, external interference played a major role in causingrer
metrics [11], [12], [13], [17]. These essentially seek tetih- rates. But we stop short of ruling out multipath induced erro
guish between links which have loss rates in-between 0% aa@s in dense urban settings with several tall buildingsies
100%. This would happen in our setting if we were to operdte delay spread handling capabilities of 802.11b hardwese
at or near the threshold. limited.

As shown in Fig. 9, such operation can lead to high variationdRoofnet cites [21], [22] which have measured delay spreads
in the error rate, which is unpredictable. This in turn would such urban environments to hes. But then these studies
mean erratic behaviour at the routing layer if we use metritave been done in the 910 MHz cellular band, not for the
such as ETX [12] or WCETT [17]. 2.4 GHz WiFi band. One has to be cautious while extrapolating

Opportunistic routing: In this technique, the approach tsuch measurements across a wide range of frequencies. We
handle intermediate loss rates is to opportunisticallypeseket would expect very different propagation behaviour for 244G
reception whenever it succeeds [15]. Such an approach @amompared to 910 MHz. Only a careful measurement can tell
be used independent of whether the losses are causedwhat the multipath delay spread values will be for 2.4 GHz in
to multipath or due to external interference. But it appeamban environments.
quite daunting, if not impossible, to achieve any perforoean 802.11g and 802.11aOur measurements have been re-
guarantees in such settings. This may be the best optiostricted to 802.11b. The results with respect to the lack of

B. Implications on Routing



the effect of multipath and the effect of interference wilf4] “wray Community Communications,” http://www.wrayldige.co.uk/

likely extrapolate to 802.11g too, since it operates in tame wraycomcomhome.htm. . .
2 4 GHz band. For 802.11a. which operates in the 5.2 GI-[FJ Djurslanqs.net: The story of a project to support theaWdT infras-
: z . : » Whi p I : tructure in an low populated area of Denmark,” http://diamsls.net/

band, there are two aspects which will come into play. biblioteket/international/djurslandset english presentation.ppt.

First, we believe it is likely that multipath will have evesss [6] D. Aguayo, J. Bicket, S. Biswas, G. Judd, and R. Monisinf-level
. . Measurements from an 802.11b Mesh Network,” StGCOMM, Aug
of an effect on 802.11a, since the attenuation levels at 512 G 5504
is higher than at 2.4 GHz. But only actual measurements c|Rp K. Chebrolu, B. Raman, and S. Sen, “Long-Distance 802.Links:
confirm this. Performance Measurements and Experience MDBICOM, 2006.
S dlv. 802.11a h f . f tion: EP A. Sheth, S. Nedevschi, R. Patra, S. Surana, E. Brewaet, lanSub-
econ Y' -11a has more _reque_nmes 0 opera_ 'O_n' ramanian, “Packet Loss Characterization in WiFi-basedd @istance
total, of which 8 are non-overlapping. This means that awngjd Networks,” in INFOCOM, May 2007.

RF-poIIution in this case is bound to be easier. [9] R. Patra, S. Nedevschi, S. Surana, A. Sheth, L. Subraananand
E. Brewer, “WiLDNet: Design and Implementation of High Rerhance

For both 802.11a and 802.11g, the delay spread hand"ng WiFi Based Long Distance Networks,” IdSENIX NSDI, Apr 2007.
capabilities of the PHY layer are better than for 802.11b,[&d] J. Bicket, D. Aguayo, S. Biswas, and R. Morris, “Architere and

comparable data rates of operation (e.g. see [31]). Evaluation of an Unplanned 802.11b Mesh Network,” NtOBICOM,
Aug/Sep 2005.
VIl. CONCLUSION [11] D. S. J. De Couto, D. Aguayo, B. A. Chambers, and R. Motierfor-

) ) mance of Multihop Wireless Networks: Shortest Path is Nobugh,” in
The goal of FRACTEL is to build mesh networks for HotNets-l, Oct 2002.

; ; ; ; [12] D. S. J. D. Couto, D. Aguayo, J. Bicket, and R. Morris, “AigH
deployment in rural settings. The consideration of rurdliisgs Throughput Path Metric for MultiHop Wireless Routing,” MOBICOM,

is significant; as, a large fraction of the world’s populatis Sep 2003.
rural, especially in developing countries. We wish to aghief13] R. Draves, J. Padhye, and B. Zill, “Comparison of RogtMetrics for
predictable link performance to enable real-time servidédse Static Multi-Hop Wireless Networks,” I8 GCOMM, Sep 2004.

. . .. .. 14] “The experiment data used for the roofnet 2004 sigco " http:
PHY and link layer behaviour are critical to understand iis tf{ ] //WWW'pgos_|CS'mit_edu/roofnetjroofnet_Sigcommontmgz' apen e

regard. We have undertaken a detailed measurement studyl$prS. Biswas and R. Morris, “Opportunistic Routing in Melitop Wireless
this. We find that the link abstraction is indeed possible y[!l%] Networks,” in SGCOMM, Aug 2005.

. . K. Chebrolu and B. Raman, “FRACTEL: A Fresh Perspectime(Rural)
achieve, contrary to popular belief for outdoor mesh neksor” * pesh Networks,” inNSDR, Sep 2007, a Workshop in SIGCOMM 2007.

today. We not only analyze our own measurements, but dis® R. Draves, J. Padhye, and B. Zill, “Routing in Multi-RadMulti-Hop
perform a fresh analysis of data from the popular Roofnetystu,, . Wireless Mesh Networks,” iMOBICOM, Sep 2004.

. . . 18] P. Bhagwat, B. Raman, and D. Sanghi, “Turning 802.11dm®©ut,” in
We find strong evidence to support our conclusion that ealerln ] HotNetg-Il, Nov 2003. 9 9

interference is the main cause of unpredictable link behavi [19] “MIT Roofnet,” http:/pdos.csail.mit.edu/roofnetgku. php.

; ; ; ; [20] J. Camp, J. Robinson, C. Steger, and E. Knightly, “Mezsent Driven
Fortunately, such interference is not an issue in rurairggtt Deployment of a Two-Tier Urban Mesh Access Network "NMIOBISYS

where network connectivity is sparse or non-existent toibeg  jun 2006.
with. [21] D. C. Cox, “Delay Doppler characteristics of multipaginopagation at

; ; ; 910 MHz in a suburban mobile radio environmenEE Transactions
Once we have the link abstraction in place, much of the on Antennas and Propagation, vol. 20, no. 5, pp. 625-635, Sep 1972,

currently advocated approaches to routing metrics andm@u{>2] E. s. Sousa, V. M. Jovanovic, and C. Daigneault, “Delayead mea-

protocols are likely to be inapplicable in their currentrfor surements for the digital cellular channel in TorontEEE Transactions
; i on Vehicular Technology, vol. 43, no. 4, pp. 1-11, Nov 1994.
On the.Other h.and’ Other. ISSUes Suc_h. as mult hOp TD% “ISL3873: Wireless LAN Integrated Medium Access Catier with
scheduling are likely to gain more significance. Baseband Processor,” Intersil Corporation. ApplicationtdN FN4868.,
2000.
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