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Outline
• Brief review of convolutional computations


• 2D convolution


• Padding, stride etc


• Multiple input and output channels


• Basic convolutional neural networks


• LeNet (the first convolutional neural network)


• AlexNet 

• ResNet 

• DenseNet (more in next class)



How to classify 
Cats vs. dogs?

36M floats in a RGB image!



Cats vs. dogs?

36M elements x 100 = 3.6B parameters!

Output 

Hidden layer 
Input 

100 neurons

Fully Connected Networks



Convolutions come to rescue!



Where is 
Waldo?



• Translation 
Invariance 

• Locality

Why Convolution?



2-D Convolution

(vdumoulin@ Github)

0 × 0 + 1 × 1 + 3 × 2 + 4 × 3 = 19,
1 × 0 + 2 × 1 + 4 × 2 + 5 × 3 = 25,
3 × 0 + 4 × 1 + 6 × 2 + 7 × 3 = 37,
4 × 0 + 5 × 1 + 7 × 2 + 8 × 3 = 43.



2-D Convolution Layer

•                   input matrix 
•                   kernel matrix 
• b: scalar bias 
•                                                  output matrix 

 

• W and b are learnable parameters 

Y = X ⋆ W + b

X : nh × nw

W : kh × kw

Y : (nh − kh + 1) × (nw − kw + 1)



Examples
Edge Detection

Sharpen

Gaussian Blur

(wikipedia)



Examples

(Rob Fergus)



Efficiency of Convolution
• Input size: 320 x 280


• Kernel Size: 2 x 1


• Output size: 319 x 280



Padding and Stride



Padding

• Given a 32 x 32 input image 
• Apply convolution with 5 x 5 kernel  

• 28 x 28 output with 1 layer 
• 4 x 4 output with 7 layers  

• Shape decreases faster with larger kernels   
• Shape reduces from              tonh × nw

(nh − kh + 1) × (nw − kw + 1)



Padding

Padding adds rows/columns around input

0 × 0 + 0 × 1 + 0 × 2 + 0 × 3 = 0



Padding

• Padding      rows and      columns, output shape will be 

• A common choice is                   and 
• Odd     : pad         on both sides 
• Even     : pad           on top,           on bottom

(nh − kh + ph + 1) × (nw − kw + pw + 1)

ph pw

ph = kh − 1 pw = kw − 1
kh ph/2
kh ⌈ph/2⌉ ⌊ph/2⌋



Stride

• Stride is the #rows/#columns per slide

Strides of 3 and 2 for height and width

0 × 0 + 0 × 1 + 1 × 2 + 2 × 3 = 8
0 × 0 + 6 × 1 + 0 × 2 + 0 × 3 = 6



Multiple Input and 
Output Channels



Multiple Input Channels

• Color image may have three RGB channels 
• Converting to grayscale loses information



Multiple Input Channels

• Color image may have three RGB channels 
• Converting to grayscale loses information



Multiple Input Channels

• Have a kernel for each channel, and then sum results 
over channels

(1 × 1 + 2 × 2 + 4 × 3 + 5 × 4)
+(0 × 0 + 1 × 1 + 3 × 2 + 4 × 3)
= 56



Multiple Input Channels

•                         input 
•                         kernel 
•                     output

X : ci × nh × nw

W : ci × kh × kw

Y : mh × mw

Y =
ci

∑
i=0

Xi,:,: ⋆ Wi,:,:



Multiple Output Channels

• No matter how many inputs channels, so far we always 
get single output channel 

• We can have multiple 3-D kernels, each one generates a 
output channel 

• Input 
• Kernel 
• Output 

X : ci × nh × nw

W : co × ci × kh × kw

Y : co × mh × mw

Yi,:,: = X ⋆ Wi,:,:,:

for i = 1,…, co



Multiple Input/Output Channels

• Each output channel may recognize a particular pattern

(Gabor filters)



Convolutional Neural Networks



Evolution of neural net architectures

LeNet AlexNet

Inception 
Net

ResNet
DenseNet



gluon-cv.mxnet.io

LeNet Architecture



Handwritten Digit  
Recognition



MNIST
• Centered and scaled  
• 50,000 training data 
• 10,000 test data 
• 28 x 28 images 
• 10 classes



Y. LeCun, L. 
Bottou, Y. Bengio, 
P. Haffner, 1998 
Gradient-based 
learning applied to 
document 
recognition



gluon-cv.mxnet.io

LeNet Architecture



LeNet in Pytorch

https://www.kaggle.com/usingtc/lenet-with-pytorch

https://www.kaggle.com/usingtc/lenet-with-pytorch


AlexNet



Deng et al. 2009



AlexNet

• AlexNet won ImageNet 
competition in 2012 

• Deeper and bigger LeNet  
• Paradigm shift for 

computer vision

Manually 
engineered 

features

SVM

Features learned 
by a CNN

Softmax 
regression



AlexNet Architecture 

LeNetAlexNet

Larger kernel size, stride 
because of the increased 

image size, and more 
output channels.

Larger pool size, change 
to max pooling 



AlexNet Architecture 

LeNet

AlexNet

More output channels.

3 additional 
convolutional  layers



AlexNet Architecture 

LeNetAlexNet

Increase hidden size  
from 120 to 4096

1000 classes output



More Differences…

• Change activation function from sigmoid to ReLu 
(no more vanishing gradient)

Saturating gradients



• Change activation function from sigmoid to ReLu 
(no more vanishing gradient) 

• Add a dropout layer after two hidden dense layers 
(better robustness / regularization) 

• Data augmentation

More Differences…



Complexity

#parameters 
AlexNet LeNet

Conv1 35K 150
Conv2 614K 2.4K

Conv3-5 3M
Dense1 26M 0.48M
Dense2 16M 0.1M

Total 46M 0.6M
Increase 11x 1x

11x11x3x96=35k



Complexity

#parameters FLOP
AlexNet LeNet AlexNet LeNet

Conv1 35K 150 101M 1.2M
Conv2 614K 2.4K 415M 2.4M

Conv3-5 3M 445M
Dense1 26M 0.48M 26M 0.48M
Dense2 16M 0.1M 16M 0.1M

Total 46M 0.6M 1G 4M
Increase 11x 1x 250x 1x



ResNet: Going deeper in depth

[He et al. 2015]



ResNet: Going deeper in depth

[He et al. 2015]



ResNet
[He et al., 2015]

• What happens when we simply stack more and more layers on a “plain” 
convolutional neural networks?



ResNet
[He et al., 2015]

• What happens when we simply stack more and more layers on a “plain” 
convolutional neural networks?

(Figure from CS231n course slides)



Deeper models are harder to optimize. 



ResNet

[He et al., 2015]

Solution: 

Copy the learned layers from 

the shallower model and setting 

additional layers to identity mapping

Residual block“Plain” layers

H(x) = x + f(x)

Use layers to fit residual 
f(x) = H(x) − x Instead of H(x)



[He et al. 2015]

• Stack residual blocks


• Every residual block has two 3x3 
conv layers


•  Periodically, double # of filters 
and downsample spatially using 
stride of 2 (/2 in each dimension)

Full ResNet Architecture

(Figure from Stanford CS231n)



ResNet Architecture
Various depth



ResNet Architecture
Various depth



ResNet Architecture
Various depth Repeat x3 times # of filters



ResNet Architecture
Various depth

Repeat x4 times



ResNet Architecture
Various depth

1+ 2x3 + 2x4 + 2x6 + 2x3 +1 = 34



ResNet Training Curves on ImageNet
[He et al., 2015]



GluonCV Model Zoo 
https://gluon-
cv.mxnet.io/model_zoo/
classification.html 

ResNet 152

https://gluon-cv.mxnet.io/model_zoo/classification.html
https://gluon-cv.mxnet.io/model_zoo/classification.html
https://gluon-cv.mxnet.io/model_zoo/classification.html


More Ideas



DenseNet (Huang et al., 2016)

• ResNet adds x and f(x) 
• DenseNet concatenates x and f(x)

More to discuss next class!



Other architectures to know…

• ResNeXt [Xie et al., 2016]


• Wide ResNet [Zagoruyko et al. 2016]


• Deep Networks with Stochastic Depth [Huang et al. 2016]


• FractalNet [Larsson et al. 2017]


• SqueezeNet [Iandola et al. 2017]


• ShuffleNet [Zhang et al. 2018]



Neural Architecture Search

NasNet

AutoML

[Zoph et al. 2017]

LeNet

AlexNet

Inception 
Net

ResNet

DenseNet



Summary
• Convolution computation


• 2D conv


• Padding, stride


• Multiple input and output channels


• Case study of a few convolutional neural networks


• LeNet (first conv nets)


• AlexNet 

• ResNet (trend towards extremely deep networks)
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