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Making Medical Decision Self-Driving Car

What have been learned inside? 
What are the internal representations doing?

Deep Neural Networks are Everywhere
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Let’s Start with a toy demo!

[1] https://playground.tensorflow.org/



What about a deep CNN model?

[1] http://alexlenail.me/NN-SVG/AlexNet.html



We can print first layer’s filters!

[1] “Visualizing and Understanding”, cs231n-2017 lecture 12, Fei-Fei Li, Justin Johnson, Serena Yeung



What about filters in deep layers?

[1] https://cs231n.github.io/understanding-cnn/

A smarter way is required!



[1] https://arxiv.org/pdf/1412.6806.pdf

Maximally Activated Patches



[1] https://distill.pub/2017/feature-visualization/

Deep Feature Visualization by Gradient Ascent





Tricks to Make Natural Visualization

• Frequency penalization
- Penalize variance between neighboring pixels 
- Penalize high-frequency noise by blurring the image each optimization step
• Transformation robustness
- Generate images that still activate the optimization target even with jitter, 
rotation or scaling
• Learned priors
- learn a model(GAN, VAE) of the real data to generate photorealistic visualizations



Frequency	
Penaliza/on

Unregularized

Transforma/on	
robustness

[1] https://distill.pub/2017/feature-visualization/



[1] https://distill.pub/2017/feature-visualization/



Comparison



From Visualization to Interpretation

Top Activated Images

Unit 1

[1] Zhou et al., Network Dissection. PAMI 2018.

Lamp             Intersection over Union (IoU)= 0.12 



IoU Score Calculation

IoU(Unit, Concept) =

P
|Area(Unit) \Area(Concept)|P
|Area(Unit) [Area(Concept)|

[1] Zhou et al., Network Dissection. PAMI 2018.



Total = 63,305 images
1,197 visual concepts

Broadly and Densely (Broden) Annotated Dataset
ADE20K

Zhou et al, CVPR’17
Pascal Context

Mottaghi et al, CVPR’14
Pascal Part

Chen et al, CVPR’14
Open-Surfaces

Bell et al, SIGGRAPH’14
Describable Textures 

Cimpoi et al, CVPR’14
Colors

[1] Zhou et al., Network Dissection. PAMI 2018.



[1] Zhou et al., Network Dissection. PAMI 2018.
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Which pixels matter for classification?



The Building Blocks of Interpretability

[1] https://distill.pub/2018/building-blocks/



Occlusion Based Methods

[1] Zeiler and Fergus, “Visualizing and Understanding Convolutional Networks”, ECCV 2014 



Saliency Map: Gradient Visualization

[1] Simonyan, Vedaldi, and Zisserman, “Deep Inside Convolutional Networks: Visualising Image Classification Models and Saliency Maps”, ICLR Workshop 2014.



Guided Backprop 

[1] Springenberg et al, “Striving for Simplicity: The All Convolutional Net”, ICLR Workshop 2015



[1] Springenberg et al, “Striving for Simplicity: The All Convolutional Net”, ICLR Workshop 2015



CAM
Can we use last feature map as attribution?

[1] Bolei et al, “Learning Deep Features for Discriminative Localization”, CVPR 2016





Grad-CAM
Can we use intermediate feature map as attribution?

[1] Ramprasaath et al. “Grad-CAM: Visual Explanations from Deep Networks via Gradient-based Localization”, ICCV 2017.



From attribution to interpretation



IBD

[1] Bolei et al, “Interpretable basis decomposition for visual explanation”, ECCV 2018



Train Concept Vectors

[1] Zhou et al., Network Dissection. PAMI 2018.



Interpretable Basis:

Coefficient for the Interpretable Basis:

IBD Framework

qci 2 RD

Weight Vector: wk 2 RD

sci 2 R
Residual: r 2 RD

Qc = [qc1 | · · · |qcn ]

s = [s1| · · · |sn]

TASK:
Find sci to minimize krk where wk = sc1qc1 + · · ·+ scnqcn + r
= Qcs+ r

r 2 RD

sci 2 R
s = [s1| · · · |sn]

qci 2 RD Qc = [qc1 | · · · |qcn ]
wk 2 RD



Greedy Algorithm

Given that we have already
chosen a set of columns

Find the (n + 1)th
concept basis

Qcn = [qc1 | · · · |qcn ]

argmin
qci2Qc

min
s,si>0

kwk � [Qc | qci ] [s | si]k



Comparing different concepts that
different networks

(Resnet18, Resnet50, AlexNet, VGG16) 
utilize to make predictions

Comparing different concepts that 
Resnet18 utilizes to make different 

predictions.

Explaining Classification Decision Boundaries 



More Complicated Interpretation Methods

Interpret as Explanation Graph Interpret as Decision Tree

[1] Quanshi Zhang, Yu Yang, Ying Nian Wu, and Song-Chun Zhu. Interpreting cnns via decision trees. arXiv:1802.00121, 2018.
[2] Q. Zhang, R. Cao, F. Shi, Y.N. Wu, and S.-C. Zhu. Interpreting cnn knowledge via an explanatory graph. In AAAI, 2018.
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What are the problems in interpretation methods?

IBD Framework Building Block for Interpretability

[1] Bolei et al, “Interpretable basis decomposition for visual explanation”, ECCV 2018
[2] https://distill.pub/2018/building-blocks/



[1] Cynthia Rudin, “Stop Explaining Black Box Machine Learning Models for High Stakes Decisions and Use Interpretable Models Instead”, arxiv:1811.10154.

What are the problems in interpretation methods?



How to optimize a 
network 
that is

by design, 
interpretable?



We can impose constraints on filters directly

[1] Quanshi Zhang, “Interpretable Convolutional Neural Networks”, CVPR 2018.



We can train some “prototype” for inference

[1] Chaofan et al. “This Looks Like That: Deep Learning for Interpretable Image Recognition” NeurIPS spotlight.



Capsule Network: Capsule Concepts and Assemble

[1] https://www.youtube.com/watch?v=pPN8d0E3900



DYNAMIC CONNECTION

4
3

[1] Sara et al. “Dynamic Routing Between Capsules”. NeurIPS 2018.



[1] Sara et al. “Dynamic Routing Between Capsules”. NeurIPS 2018.



[David. B et al., CVPR, 2017]

[Bolei. Z et al., arxiv, 2018]



IMPLICATION WITH DYNAMIC CONNECTION

4
6

Sparsity
It reduces the parameters to be analyzed.
Simulatability
Human is able to simulate its decision-making process.
Modularity
The meaningful units can be interpreted independently

Interpretablity
[1] Yiyou et al. “Adaptive Activation Thresholding: Dynamic Routing Type Behavior for Interpretability in Convolutional Neural Networks”. ICCV 2019.



MAIN INTUITION

4
7[1] Yiyou et al. “Adaptive Activation Thresholding: Dynamic Routing Type Behavior for Interpretability in Convolutional Neural Networks”. ICCV 2019.



ROUTING ALGORITHM

[1] Yiyou et al. “Adaptive Activation Thresholding: Dynamic Routing Type Behavior for Interpretability in Convolutional Neural Networks”. ICCV 2019.



EXPERIMENT
CONCEPT COMPOSABILITY

[1] Yiyou et al. “Adaptive Activation Thresholding: Dynamic Routing Type Behavior for Interpretability in Convolutional Neural Networks”. ICCV 2019.
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[1] http://xai.unist.ac.kr/static/img/event/ICCV_2019_VXAI_David_Talk.pdf

ProgressiveGAN



[1] http://xai.unist.ac.kr/static/img/event/ICCV_2019_VXAI_David_Talk.pdf

Layer 4, Neuron 201

Layer 4, Neuron 445





[1] David et al. “GAN Dissection: Visualizing and Understanding Generative Adversarial Networks.” ICLR 2019.

GAN Dissection



[1] David et al. “GAN Dissection: Visualizing and Understanding Generative Adversarial Networks.” ICLR 2019.



[Andrey et al. arxiv: 2002.03754]

[William et al. ECCV 2020]

[Yujun et al. arXiv:2007.06600]



Thanks!


