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ANNOUNCEMENTS

- Assignments

- Assignment zero is due!

- Form groups for Assignment | on Piazza

- Class format

- Review
- Lecture

- Discussion



Applications




OUTLINE

Hardware Trends
Datacenter design
WSC workloads

Discussion



WHY IS ONE MACHINE NOT ENOUGH?

The Digital Universe: 50-fold Growth from the Beginning of
2010 to the End of 2020
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Source: IDC’s Digital Universe Study, sponsored by EMC, December 2012



WHAT'S IN A MACHINE??

Interconnected compute and storage

Newer Hardware

- GPUs, FPGAs
- RDMA, NVlink
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SCALE UP: MAKE MORE POWERFUL MACHINES
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DENNARD SCALING IS THE PROBLEM
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DENNARD SCALING IS THE PROBLEM
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DRAM Improvement (log)

100

|0

MEMORY TRENDS

4 Capacity #Bandwidth  @-Latency 128x

20x

1.3X

° - .++++#4

1999 2003 2006 2008 2011 2013 2014 2015 2016 2017



MEMORY TAKEAWAY
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HDD CAPACITY

Hard Drive Cost Per GB by drive siz
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HDD BANDWIDTH
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Performance:
— Reads: 25us latency
— Write: 200us latency
— Erase: 1,5 ms
Steady state, when SSD full
— One erase every 64 or |28 reads (depending on page size)

Lifetime: 100,000-1 million writes per page



$500

n
=y
w1
o

W
B
o
o

W
w
w1
o

$300

$250

$200

$150

$100

4-year Cost/TB for Capacity Disk & NAND Flash

R%3
w
(=

S0 VS HDD GOST

Projection 2015-2020 of Capacity Disk & Scale-out Capacity NAND Flash

$470

.$237

-50%

2015

732%
498%
300%
$169
-~
$151 8140
139% -$113
& sa1
19% $62 - $74
$30
$16 $9
2016 2017 2018 2019 2020

4-year Cost/TB SSD includes Packaging, Power, Cooling, Maintenance, Space, SSD Data Reduction & Sharing
4-Year Cost/TB Capacity Disk includes Packaging, Power, Cooling, Maintenance, Space & Disk Data Sharing

Ratio Effective Price HDD Disk:NAND Flash

800%

700%

600%

500%

400%

300%

200%

100%

0%

-100%

Source: © Wikibon 2015. 4-Year Cost/TB Magnetic Disk & SSD, including Packaging, Power, Maintenance, Space, Data Reduction & Data Sharing

Ratio Effective Price HDD Disk:NAND Flash



ETHERNET BANDWIDTH

Growing 33-40% per year !
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AMAZON EC2 (2019)

New - EC2 P3dn GPU Instances with 100
Gbps Networking & Local NVMe Storage



TRENDS SUMMARY

CPU speed per core is flat

Memory bandwidth growing slower than capacity
SSD, NVMe replacing HDDs
Ethernet bandwidth growing



DATAGENTER ARGHITECHTURE
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STORAGE HIERARCHY (DC AS A COMPUTER V2)

One Server

DRAM: 16 GB, 100 ns, 20 GB/s
Disk: 2T B, 10 ms, 200 MB/s
Flash: 128 GB, 100 us, 1 GB/s

Local Rack (80 servers)

DRAM: 1TB, 300 us, 100 MB/s
Disk: 160TB, 11 ms, 100 MB/s
Flash: 20TB, 400 us, 100 MB/s

Cluster (30 racks)

DRAM: 30TB, 500 us, 10 MB/s
Disk: 4.80 PB, 12 ms, 10 MB/s
§&=_Flash: 600 TB, 600 us, 10 MB/s



WAREHOUSE-SCALE COMPUTERS

Many concerns

Single organization — Infrastructure
Homogeneity (to some extent) — Networking
Cost efficiency at scale — Storage
— Multiplexing across — Software
applications and services — Power/Energy

— Rent it out! — Failure/Recovery



SOFTWARE IMPLICATIONS

Reliability Storage Hierarchy

Workload Diversity Single organization



WORKLOAD: PARTITION-AGGREGATE




WORKLOAD: SCHOLAR SIMILARITY
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VIDEO ENCOBING
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MACHINE LEARNING

Table 2.1: Six production applications plus ResNet benchmark. The fourth column is the total num-

ber of operations (not execution rate) that training takes to converge.

Type of e Inference
Neural (MiB) Examples to | ExaOpsto
Network Convergence Conv
MLPO 225 1 trillion 353 353 Mops 118 Mops
MLP1 40 650 billion 86 133 Mops 44 Mops
LSTMO 498 1.4 billion 42 29 Gops 9.8 Gops
LSTM1 800 656 million 82 126 Gops 42 Gops
CNNO 87 1.64 billion 70 44 Gops 15 Gops
CNN1 104 204 million 7 34 Gops 11 Gops
ResNet 98 114 million <3 23 Gops 8 Gops




DISCUSSION
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Scale-up vs Scale-out



DISCUSSION

Scale-up vs Scale-out
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NEXT STEPS

Next class: Storage Systems

Assignment | out Thursday.
Submit groups before that!



