GS 744: BIG DATA SYSTEMS

Shivaram Venkataraman
Fall 202 |



WHO AM1?

Assistant Professor in Computer Science

PhD at UC Berkeley: System Design for Large Scale Machine Learning

Industry: Google, Microsoft Research

Open source: Apache Spark committer

Call Me: Shivaram or Prof. Shivaram



COURSE LOGISTIGS

Shivaram Venkataraman
Office hours:Thursday | I-noon, CS 7367 (or Zoom?)

TA:Yien Xu
Office hours: Mon 5-6pm, Zoom!?

Discussion, Questions: Use Piazza!



TODAYS AGENDA

What is this course about!
Why are we studying Big Data systems!?

What will you do in this course?



BRIEF HISTORY OF BIG DATA



GOOGLE 1997




DATA, DATA, DATA

“...Storage space must be used efficiently to store indices
and, optionally, the documents themselves. The indexing
system must process hundreds of gigabytes of data
efficiently...”

The Anatomy of a Large-Scale Hypertextual
Web Search Engine

Sergey Brin and Lawrence Page



GOOGLE 2001

Commodity CPUs

Lots of disks

Low bandwidth network

Cheap !



DATACENTER EVOLUTION

15 -

--Moore's Law

10 - -o-Overall Data

Facebook’s daily logs: 60 TB

Google web index: 10+ PB

2010 2011 2012 2013 2014 2015
(IDC report®)
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PARADIGM

DATA-INTENSIVE SCIENTIFIC DISCOVERY

“scientific
breakthroughs will be
powered by advanced
computing capabilities
that help researchers
manipulate and explore
massive datasets”

-- Jim Gray
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Source: More Data, More Science and... Moore’s Law [Kathy Yellick ]



DATAGENTER EVOLUTION

Google data centers in The Dulles, Oregon



DATAGENTER EVOLUTION

Capacity:
~]0000 machines

Bandwidth: Latency:
12-24 disks per node 256GB RAM cache



Outage in Dubli
Centers Offline

By: Rich Miller

A lightning strike has caL
for Amazon and Microsac
many sites using Amazo
Microsoft's BPOS (Busin

n Knocks Amazon, Microsoft Data

August 7th, 2011

Official Gmail Blog

News, tips and tricks from Google's Gmail
team and friends

More on today's Gmail issu

Posted: Tuesday, September 01, 2009

Posted by Ben Treynor, VP Engineering and Sit

Smalfs web nterzco tad 2 widespread otz A\ yazon EC2 and Amazon RDS Service Disruption

people rely on Gmail for personal and professior
problem with the service. Thus, right up front, I'd
and we're treating it as such. We've already thor
a list of things we intend to fix or improve as a re

: ctionality to all affected services, we would like to share more details with our customers about the events
Ml our efforts to restore the services, and what we are doing to prevent this sort of issue from happening again

ted by this event, and as with any significant service issue, our intention is to share the details of what happs



The Joys of Real Hardware

Typical first year for a new cluster:

~0.5 overheating (power down most machines in <5 mins, ~1-2 days to recover)
~1 PDU failure (~500-1000 machines suddenly disappear, ~6 hours to come back)
~1 rack-move (plenty of warning, ~500-1000 machines powered down, ~6 hours)
~1 network rewiring (rolling ~5% of machines down over 2-day span)

~20 rack failures (40-80 machines instantly disappear, 1-6 hours to get back)

~5 racks go wonky (40-80 machines see 50% packetloss)

~8 network maintenances (4 might cause ~30-minute random connectivity losses)
~12 router reloads (takes out DNS and external vips for a couple minutes)

~3 router failures (have to immediately pull traffic for an hour)

~dozens of minor 30-second blips for dns

~1000 individual machine failures

~thousands of hard drive failures

slow disks, bad memory, misconfigured machines, flaky machines, etc.

Long distance links: wild dogs, sharks, dead horses, drunken hunters, etc.

JEFF DEAN @ GOOGLE






BIG DATA SYSTEMS



Infrastructure

Big Data Landscape 2016 (Version 3.0)

Analytics Applications
e : g i
o HT)dOOF_J T;dZ?P '(;\ Spark Cluster Services\ ( P»IAnfaIyst Analytics D;Ta;mence Visualization\ (" sales& Marketing Customer Service|[ Human Legal h
n-Premise e Clou 4 atforms Platforms atforms + RADIUS' Gainsight Capital
. amazon LT i 5 Gainsigl MEDALLIA
’ 3 . cccontext relevant f¢+ableau
C'°”defaHmmﬁ" c ;Qggg‘;,muoscmzuvg edatabricks el mm QPalantir |8 Microsoft|| conmmuon R et 7';««% ’obloomreac’t} %etaa H%ﬂ e Eﬁl d RAVEL
fortonworks p & e N 5 1everstring  livefyre -
MARPR I i B AYASDI guAvus Alpine v sV i CLARABRIDGH [JUDICATA]
ez Pivotal || BM Infosphere | |GridGaina | |, & ... &*docker Quid ¢ 0 Datameer NZODE E;\Iultllly- ARIMO”™ OI:‘QILT:ﬁT blueyonder i Lattice || &2 cLickFox ||connectifier
IBM Infosphere | |c 12 ¢ A® 5547 | | T acHyON || T2 MESOSPHERE il o 4 dataiky @tonian s [ (IR - fnfer SAILTHRU || € steLiasenvice < Everlaw|
Bbluedata jethro | | o attiscale [Mpoe | [N © * Y ° © cor0s  peoperina e Bottlenose || 5 ouno ~ €sense & datorama persado 6“ NGEDATA ulpreact [ engelp || @Brevia
\g Sstackia ) | CRTHENEER ""9"""“ Jhat _#hatcormimis ) CHARTIO ) B cuamene  ACTIONIG A PREME@NITION"
2 Wa — = N\ \ fuse|machines  4NGAGIO @ appuri Wiseio hll:l )
NoSQL Databases NewSQL Databases Bl Platforms Statistical |(Log Analytics Social s \
lustri i i i Ad Optimizati i ;
Bnazon. © Coogle coud Piatiorm " C Pivotal ) Power 81 'amazon Computing splunk> Analytlcs‘ - ptimization CYL/?ENCEF'IEW Verflca!Al
ORACLE » digm4 N Csas q Hootsuite" h\‘ AppNexus Applications
Microsoft Azure "MarkLogic © mems Ipara igm nuo Wewe Rodlyics S @sumologic | 0 S ASE criteol €] CounterTack cybereason facebook
mongo || 9 w7 splice ¥ birst kbdna DATASIT | | = ~rocketruel Theestmetrox
g ORTASTAX vouTDs 2 | | Gy coocoma OpenX ~rocketfuel | AREAT G inaone
g Jw\omaDB : > cLoun tracx b ok || ERT NP 58, Guardian
© couchbase it platfora /™ g 4 EHYSICS s Recorded Future 5 anaitics || OO Clara
Py 5 2 ) : MATIAB synthesio = Sdeeiarliis s
D5 redislab: PRI ccopdb L ¥ Cockroachtass | | D aracate ) aeb O s dstiller o
\ > Seaoke s © inusios) | KRR Trnfeiien °) \@atscale ., sman loggly )\ reach o) | iniart Y || KrortscaLe wsiftscience || KASIST@
7 a N\ : taX0 Oppier MO / o
Graph MPP Cloud EDW Data h Data Real-Time |[Machine Learning|[ Speech & NLP ) Horizontal Al ) ((DataX0 Gppier 1O AT J{ @¥Heybase feedzai NS ata )
Databases|| Databases Rt Ir.\Fe . amazon Narratvescience /|| @/ Watson | “py plicer) (Govt / Regulation Finance h
neo. Google alte ryx ni atica bl i ! Cortana. €9 sentient g i )
@neou) ¢ P Ful potental o work: | | [E1] METAMARKETS H000 || NuancE s Tools @ Socrata ATTIrm LendingClub
» Microsoft Azure talend Pi e S imazon UANCE woiramaia|[ V|V : ocra ; y
] a M) MuleSoft Tistriim Datoy || 2 semanterchiocs {0 <74 25 ®utbrain OnDeck> .iKreditech
3 al Q TRIFACTA sncpl.ogic ks ' SKE“EE 0noru ® & Numenta @ OPENGOV @ﬁmme Lendlp &7 Ka s
i amr s . zconfluent 1)) rapidminer paTARRM| pyporsciencel] 7545 E e S " i nass
<(§)r‘wemDE ﬁmm’:;(s 3 Bedro 1 ¢ o ViSENZE ® oo dla quantcast @F‘SCEINO‘E tidemark w INSIKT
L b ) . ) sextho 7 eniQm 9 .
\_&veconn pansion )\ sptenty ) catoArtisans J{ wrccicionto g w““ Pl m mcha':"ieat D o m‘_’ >k‘;3 z)uora !i-l::tqmlnr MY Lenddo
- - marl i i
(" Management Security Storage App Dev |( crowd- | [ Search )(Data Services)(For Business)(~ Web/Mobile ) ) IENSHC, AibiiA liE::TI?M
/ Monitoring @ TANIUM 5 azon apigee sourcing | [ @) s ORACLE @OPERA Analysts / Commerce \_ Yieldmo J\ @ Quantopian €5 senti )
: o e 3 ewoech
o Nir)vplkngzhr&/\mcs g'«'”“’“w o o ® 2 exaLead e ~|[ % origamitooe || Googlesna | (Education/\ ( Life Sciences Industries N
. cooeaz || Microsoft A = Luci mixpane
&ngyﬁ‘a’i's":octlflo [ DataGravity ;;:zsaslufe CAS Kn & \=iLuciavorks & XEXL ClearStory o ;;p. e Learning xzé;"z\;znsglaé’f‘lm‘é OPGWER &Harmony”
-3 Numeri i85 elastic [2\ Thoughtspar| | o47:science etrics S 4 ilNe
Y spunicT” || @osmcms || oo oe|| gETsate || e | [ sesic Bl o) | g oencss S |[Awrumos @ granity | | 7 EEVTON (| <Recombine ¥ Retaililext d@
ol ) e COHO N | [ann @switepel] e e sumall # aae | | ClEver cvrvus  FLATIRON || STITCH FIX
\frocona PN proger / | S9! Asueren || 8 qumuio orven J( TV | Algelia sieoun DataKind import@ ) (@ retention custora) | @eclara | 2@@®2Ymergen Healttifap® TACHYUS
J\ AN J Fymerasiota ZEPHYR Sex
C | f t t /A I t' fpmemasiora SERRTR 5 SwiftKey eQ FarmLogs
ross-intrastructure/Analytics SPANORAMA 1 Gingerio % ranscriptic Glow || #Howgood @ Hitime
s know@® enlitic @AiCure [*, Atomwise @
% 'amazon. Google ¥ Microsof wssas ngg @ Autonomny VEEp&mwareﬂBC@ TerADATA ORACLE Il Netapp: Y, \© 0 & niistatmuse  BOXEVER )

Ve

Open Source

Framework Query / Data Flow Data Access Coordination Real-Time Stat Tools Machine Learning Search Security
5 apacue sccurmuLo e Ranger
'?E’ E’ @f’gaaﬂdﬁ%%lgz ¢ @ ﬁg: i .mongo talend pogaa || 55 STORMSpOf‘I:z AerosolveApMM@S'NGA MEE"I" - cicsearch -
R ) IVE ~ We 3 Apache Scalalab torch =
&8 MESOS ™ . s § o ) 88 kafk e . Lol Caffe CNTK  7ensorr 1% |(Visualizati
SPOﬁ’(\z 7l e | stamonnn R BRI W KZSciDB§g énif? eskeses éFlmk " .Qﬁ FeatureFu ,mc sk Solr= Isualization
\ @rinkc @CDAP CouchDB iriak i omenrons'S Apache Ambari ) | @ TACHYON-5) diruid Gsciry J(veLes pimsum 2 DL | Sucons
Data Sources & APls Incubators & Schools
( Health 10T Financial & Economic Data Air / Space / Sea Location / People / Entities Other
A . 0ca P
JAWBONE GARMIN| hingwM ?N'f,’f,’s’l‘f;ﬂ?m? \ BN RS Aspire acxiem xperian” [Cersiton | insideview w P
Y practiceiusion 4 Fitloit | @ reim @ somsara || Y@ DLEE "] PREMISE 09 EApmaLi GARMIN STREETLINE @esri = DataCamp NSISHTL
Withings "V~ vatioic reatmo N “lquandl xignite @BCBiscHs %8 Crimson Hoxagon @ cartops 3% factual.  Place[® panjiva 24 patatite
/*\./ 0” i 9 sxvcarce | | %8 v H
\_ Qkinsa @ Humanan )\ 22 motermr StockTwits @estimize @Beuo || = Airware (2) oronedepioy || () CROULATE (@ placemeter | BASIS (%erse || ==0ATAGOV &2 the vata ncubator
Last Updated 3/23/2016 © Matt Turck (@mattturck), Jim Hao (@jimrhao), & FirstMark Capital (@firstmarkcap) FIRSTMARK



Applications

Machine Learning SQL




COURSE SYLLABUS



BACKGROUND SURVEY: PAPER READING

@® | am new to this!

@ | have evaluated a few papers before
but | am still learning how to do this

@ I have some experience in critically
reading papers but | can learn more

@ | have significant experience!
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Il Haven't tried it so far

Python

FAMILIARITY WITH TOOLS

I Some familiarity [0 Very familiar

Java

Multi-thread programming

Il Expert

GPU/Cuda

Apache Hadoop

Apache Spark

Deep Learning (
Tensorflow/Pytorch)

SQL Queries




PRIOR COURSES

Operating Systems 44 (77.2%)

Distributed Systems

Networking 31 (54.4%)

Databases 39 (68.4%)

Machine Learning 39 (68.4%)

Optimization Algorithms 13 (22.8%)

0 10 20 30 40 50



WHAT DO YOU HOPE TO LEARN FROM THE COURSE?

Understanding of Big Data system architectures and approach towards their design

| hope to be able to design and deploy end to end machine learning pipelines that are
designed keeping the tenets of low latency and high throughput in mind.

Tools and techniques to handle big data! My current research project has me handling large
computations that I'm woefully unprepared for.

| want to learn about different systems and see if | can get a Data Science job.

| am interested in Systems research and would like to read and understand advanced papers
related to it.



LEARNING OBJECTIVES

At the end of the course you will be able to

* Explain the design and architecture of big data systems
* Compare, contrast and evaluate research papers
* Develop and deploy applications on existing frameworks

* Design, articulate and report new research ideas



LEARNING OBJECTIVES

At the end of the course you will be able to

* Explain the design and architecture of big data systems
* Compare, contrast and evaluate research papers
* Develop and deploy applications on existing frameworks

* Design, articulate and report new research ideas

Paper Review

Discussion

Assignment

Project



CLASS FORMAT

Schedule: http://cs.wisc.edu/~shivaram/cs744-fa2 |
Reading: ~| paper per class

Review: Fill out review form (link posted on Piazza) by 9am
Discussion: In-class group discussion, submit responses within 24 hours

What if you cannot attend?
Best |15 responses (out of ~22)
Discussion: Student/TA/Prof (write their name!) and submit



HOW TO READ A PAPER: EXAMPLE

The Google File System

Sanjay Ghemawat, Howard Gobioff, and Shun-Tak Leung

Google*

ABSTRACT

We have designed and implemented the Google File Sys-
tem, a scalable distributed file system for large distributed
data-intensive applications. It provides fault tolerance while
running on inexpensive commodity hardware, and it delivers
high aggregate performance to a large number of clients.
While sharing many of the same goals as previous dis-
tributed file systems, our design has been driven by obser-
vations of our application workloads and technological envi-
ronment, both current and anticipated, that reflect a marked
departure from some earlier file system assumptions. This
has led us to reexamine traditional choices and explore rad-

1. INTRODUCTION

We have designed and implemented the Google File Sys-
tem (GFS) to meet the rapidly growing demands of Google’s
data processing needs. GF'S shares many of the same goals
as previous distributed file systems such as performance,
scalability, reliability, and availability. However, its design
has been driven by key observations of our application work-
loads and technological environment, both current and an-
ticipated, that reflect a marked departure from some earlier
file system design assumptions. We have reexamined tradi-
tional choices and explored radically different points in the
design space.



PRACTIGE DISCUSSION!

https://forms.gle/KFG7Xd | CZmébZcRp7

What are your goals in taking the Big Data Systems course?
How similar / different are goals among students in the group!?

What were your main takeaways from "How to Read a Paper"?



PRACTIGE DISCUSSION SUMMARY



ASSESSMENT

Paper reviews: 10%

Class Participation, Discussion: 0%
Assignments (in groups): 20% (2 @ 10% each)
Midterm exams: 30% (2 @ 15% each)

Final Project (in groups): 30%



ASSIGNMENTS

Two homework assignments in Python using NSF CloudLab
- Assignment 0: Setup CloudLab account
- Assignment |: Data Processing

- Assignment 2: Machine Learning

Short coding based assignments. Preparation for course project
Work in groups of three



* Two midterm exams
* Open book, open notes
* Synchronous, in-class

* Focus on design, trade-offs

More details soon

EXAMS



COURSE PROJECT

Main grading component in the course!
Explore new research ideas or significant implementation of Big Data systems

Research:Work towards workshop/conference paper

Implementation:Work towards open source contribution



COURSE PROJECT EXAMPLES

Example: Research

How do we scheduling distributed machine learning jobs while accounting for
performance, efficiency, convergence ?

Example: Implementation
Implement a new module in Apache YARN that allows GPUs to be allocated to
machine learning jobs.



COURSE PROJECT

Project Selection:

- List of course project ideas posted

- Form groups of three

- Bid for one or more ideas or propose your own!
- Instructor feedback/finalize idea

Assessment:

Project introduction write up

Mid-semester check-in

Poster presentation

Final project report



WAITLIST

- Class size is limited to ~75 for this semester
- Focus on research projects, discussion

- Limited undergraduate seats

If you are enrolled but don’t want to take, please drop ASAP!

If you are on the waitlist, we will admit students as spots open up

If you want to audit the class:



BEFORE NEXT CLASS

Join Piazza: https://piazza.com/wisc/fall202 | /cs744

Complete Assignment O (see website)

Paper Reading: The Datacenter as a Computer


https://piazza.com/wisc/fall2021/cs744

