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GS 744: BIG DATA SYSTEMS

Shivaram Venkataraman
Spring 2024



WHO AM1?

Assistant Professor in Computer Science

PhD at UC Berkeley: System Design for Large Scale Machine Learning

Industry: Google, Microsoft Research

Open source: Apache Spark committer

Call Me: Shivaram or Prof. Shivaram



COURSE LOGISTIGS

Shivaram Venkataraman
Office hours: Tuesday 3-4pm, CS 7367

TA: Tzu-Tao (Tommy) Chang
Office hours: Monday 5:30pm - 6:30pm, CS 1330
Wednesday 5:30pm - 6:30pm, CS 1330

Discussion, Questions: Use Piazza! 4 LAZ%ZV/CJW?



TODAYS AGENDA

What is this course about!
Why are we studying Big Data systems!?

What will you do in this course?



BRIEF HISTORY OF BIG DATA



GOOGLE 1997




DATA, DATA, DATA

“...Storage space must be used efficiently to store indices
and, optionally, the documents themselves. The indexing
system must process hundreds of gigabytes of data

efficiently...” N 3

The Anatomy of a Large-Scale Hypertextual
Web Search Engine

Sergey Brin and Lawrence Page



GOOGLE 2001

Commodity CPUs

Lots of disks —: [« e

Low bandwidth network

. ol
Cheap! — i



DATACENTER EVOLUTION

15 -

--Moore's Law

10 - -o-Overall Data

Facebook’s daily logs: 60 TB

Google web index; |0+ PB >

2010 2011 2012 2013 20|

(IDC report®)
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PARADIGM

DATA-INTENSIVE SCIENTIFIC DISCOVERY

“scientific
breakthroughs will be
powered by advanced
computing capabilities
that help researchers
manipulate and explore
massive datasets”

-- Jim Gray
L> Dafabare
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SOLAR FLARE
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Source: More Data, More Science and... Moore’s Law [Kathy Yellick ]
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DATAGENTER EVOLUTION

(ol i olakmcenk®r

Google data centers in The Dulles, Oregon



DATAGENTER EVOLUTION

Corle  guk Capacity:
~]0000 machines

Bandwidth:
12-24 disks per node
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Outage in Dublin Knocks Amazon, Microsoft Data
Centers Offline

By: Rich Miller August 7th, 2011
Official Gmail Blog
I. 557 ‘ 220 News, tips and tricks from Google's Gmail
~ team and friends.

Fl Like BE 8V GG

A lightning strike has caL
for Amazon and Microsc
many sites using Amazo More on today’'s Gmail issu
Microsoft's BPOS (Busin /J'W‘i H,Lr(

Posted: Tuesday, September 01, 2009

@ﬁm

Posted by Ben Treynor, VP Engineering and Sit

Gmail's web interface had a widespread outage : : :
aonle 1y om G for sersonat and steener - AMNAZON EC2 and Amazon RDS Service Disruption
problem with the service. Thus, right up front, I'd

and we're treating it as such. We've already thor

a list of things we intend to fix or improve as a re

ctionality to all affected services, we would like to share more details with our customers about the events t

™y our efforts to restore the services, and what we are doing to prevent this sort of issue from happening again

ted by this event, and as with any significant service issue, our intention is to share the details of what happ



The Joys of Real Hardware
Typical first year for a ngws_ter:

Cooﬁuv} ~0.5 overheating (power down most machines in <5 mins, ~1-2 days to recover)
“Po WY g, ~1 PDU failure (~500-1000 machines suddenly disappear, ~6 hours to come back)
~1 rack-move (plenty of warning, ~500-1000 machines powered down, ~6 hours)
~1 network rewiring (rolling ~5% of machines down over 2-day span)
~20 rack failures (40-80 machines instantly disappear, 1-6 hours to get back)
~5 racks go wonky (40-80 machines see 50% packetloss)
~8 network maintenances (4 might cause ~30-minute random connectivity losses)
~12 router reloads (takes out DNS and external vips for a couple minutes)
~3 router failures (have to immediately pull traffic for an hour)
~dozens of minor 30-second blips for dns
’[~1000 individual machine failures
~thousands of hard drive failures
slow disks, bad memory, misconfigured machines, flaky machines, etc.

Long distance links: wild dogs, (sh}rka, dead horses, drunken hunters, etc.

JEFF DEAN @ GOOGLE
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BIG DATA SYSTEMS



Big Data Landscape 2016 (Version 3.0)

Infrastructure Analytics Applications
- - - - : - N
Hadoop Hadoop in Spark Cluster Services | [ Analyst Analytics Data Science ) Visualization\ (" sales & Marketing Customer Service|( Human Legal
On-Premise the Cloud ; Platforms Platforms Platforms i RADIUS' Gainsight Capital
) amazon > cccontext relevant i tableau =2 ‘ MEDALLIA
clouderaHmmm w/amazon \icrosoft Azure| | @databricks wm.; QPalantir | [ Microsoft continuuw & Datarabot || 6 conse ploomreach Zet3t || grenary o u||d e
*|| © Googe - AYASDI QUAVUS || Alpine | . |[alik @ todker |} eversrring hvefyre.a Crree|l O JuDICATA]
Pivotal IBM InfoSphere’ | [CridGain/asl | |,,.C s &> docker Qnid : | [~e patameer || pug viooe E)I\ultll); ARIMO >, @Roambi blueyonder “; Lattice & cLickFox || connectifier
€ ml
. TREASURE (52 MESOSPHERE i - = Anfer SAILTHRU €)sTeLLASenvice o || Everlaw
IBM Infosphere | |c 7 v a® 55| [rachyon||® ol . 4dataiku @ === oo a . ;
5 jeth ) NE X U s|| @ Core0s  pepperdata & R2%ng Bottlenose || i oo gosense & dotorama persado 9Sense |INGHDATA" Epreact || engelo || @Brevia
(8 bluedata jethro altiscale [[fbole Ssocaa ) | EEIITEER inter|ana ghat _hawsonman | CHARTIO ) B cvanmene ACTIONIQ hiQ || reenmor
— = \ fuse|machines  4NGAGIO & appuri Wiseio )
4 NoSQL Databases NewSQL Databases N ( Bl Platforms Statistical |(Log Analytics Social ) be y N - | <
R . i . Analytics Ad Optimization ecurity Vertical Al
Bynamone © Google cioud platiorm o Pivotal i Power 81" apazon. i splunk> H \; ite-| |a% CYLANCE 5 Applications
3o SRAcLE s Y Gsas : W Hootsuite'| |5 AppNexus
" paradigm4 7 : @sumologic ("'~ Ao £] CounterTack cybereason T
Microsoft Azure ging, gt ogic © memsal ) Wave Analytics = = — criteol. ThreatMetrix.
mongo DATASTAXY VOLT’Sg splice G Goovata #birst Kbana o DATASIFT I'Ope"x ~orocketfuel | AREAT (“Ginaone
@ f =k o | ST AR . 1
Q Couchbase J’V\OHODB @c" — /V\‘i’» = ‘ N lEh“VQF[S tr::x h B Focorled Fuihure s ﬁv‘vj?\r,dfﬁr: O Clara
2 3 9 ) Trafodi ) = MATLAB synthesio s _ dstiler
" Seauoian: redislabs @ influxiit Tiafedion § cockroachiass | | @atscate ) oo logely J\_eresen J | et CUEY 1| Hrortscate wsiftscience || KASISTS
e N : 23X Cppier MO A T
(" Graph MPP Cloud EDW Data |( Data ) (Real-Time|(Machine Learning|[ Speech & NLP (" Horizontal Al ) \DataX0 Gppier MO AT )| @¥eybase feedzal #soNFYD ata )
Databases v Transformation | |Integration = @BV " "
i Samazon. e e ainazon Narraivescence /|| @51 Watson | “pupicher ) (Govt / Regulation ~ Finance R
O Google alte ryx informatica e § a. Cortana. €9 sentient Affirm LendingClub
@neoy ERTCH P Pt potentol o work: | | [E1] METAMARKETS sparon H2090 || Nuance womtn|| VIV Tools ©socrata ndingLlul
s i Microsoft Azure otalend & oo | | Gstrim B oy || s VIV O®utbrain OnDeck> _iKreditech
] al @ TRIFACTA ke SKYTREE R A . Numenta @ OPENGOV i B Ka .
7 Sl snopLogic Sconfluent 1)) rapidminer OQ?BECMEE] Tabla @f'"""‘e Lendlp &7 Kabbage
Srenios om” i ! L @ torclarifi | | Quanteast || [EN]riscalNore tdemark @)  INSIKT
~Ori P ; § e i U £
R streamsets 7y = 4 ; 7 pe . ) )
\4,' I i i )\ splenty ) | ataartisans [ arrccicionto g sornan w““ P m mCha':‘Eeat D — ~)k‘43 z)uora !i-l::tqmlnr Y% Lenddo
: = : = > == | &y marl KENSHO A ISENTIUM
("~ Management Security Storage App pev |( crowd- | [ Search Data Services|(For Business|( Web / Mobile ) . Quamupi/:nlDYIA @ sentient
/ Monitoring @ TANIUM 5 azon . sourcing | [ @) s ORACLE PE Analysts / Commerce \__Yieldmo _J{_ J
New Reli " il 2. || apigee s evoeca OPERA Googleanyics | £ \ - \
o PP OVNAMICS 1 Bhamio O Gooie 75 ExaLenD - " OrigamiLogic 031 ‘I - Education/ ) Life Sciences Industries
e oo || Bcooee | Meossare|| @ Elluciaenrc e Kext|| cearstoiy Jbane Learning || M2V wogams || OPOWER eHarmony
" (& DataGravity || panasas CASK g . RuMetrics @ sLuecore] [ . @& Counsyl > f
- ’i Nu'r(“erify e ; = &5 elastic [£1 oughtspot e e b S i rrrnEwTon [ e # RetaillNext d@
) splunk> pher < nimblestorag Typesafe || crowdriower $ muacans AwpLTuos €2 grani X s :
i v CIRRO STITCH FIX
ovisoe ) vnVECTR/\ COHO N * | [MAANA @swittype kaggle sumall # e | | Clever KTRUUS FLATIROg e
\',,Wm oaven W f| G 4 Buetaion il i BAEN @WorkFusion Algolia sincoua i import@ )|~ retention custora @eclara ©venezymergen HealthTog TACHYUS
/ 7\ i _\ /= = EBMETABIOTA iEiT‘T': « 3 Swiftkey Seeq FarmLogs
Cross-Infrastructure/Analytics SPANORAMA. | | Gingerio = transcriptic: Glow || #owGoos e
knou® @enl.r.e ®AiCure [, Aomvise

wiamazon Go gle BE Microso

webservices™

il statmuse B'JXEVERJ

FXY 65as U3 () o VERTIG) vimware TIBCH TeraDATA ORACLE Ml Netago:

Open Source
p>

Framework Query / Data Flow Data Access Coordination Real-Time Stat Tools Machine Learning @ N Search Security
% { R apncue accumuco 1 Apache@DSINGA PR e Ranger
@F%.?sdmap @f@gdﬁ%%}gg : @ ﬁg: HERSE .mongo talend o@BE || 5D sTorm So Qr":Z 11 @ . mnﬁhh, DY W csearch
YARN 5ﬁg MESOS 72 IVE 7 We A Apache ScalaLab Caffe S eNTK § M |(Visualizati
2 ™) . 5 § X ) & kafk o tagner . Q Tensorf % |(Visualization
Spofl’(\z T S suamonm AEs || KZSciDB§g énjf(? . éFlmk o [ ] FeatureFu , ¢ Solr -
L &rink @cDAP CouchDB 3¢ Fiqik B orenrons @ Apache Ambari ) | @ TACHYON ") diruid &scipy ) (VELES pimsum 22 D | Sucona
Data Sources & APIs Incubators & Schools
(s Health a 10T Financial & Economic Data Air / Space / Sea Lo §tion / People / Entities Other @
JAWBONE GARMIN| hingwM ?:g:g?;zgskg \ BEARRS Aspire acxi-@n: xperian” [(ersiton | insideview m P
Y practiceiusion - Fitloit | @ reim @ samsara || Yy@DLEE =1 PREMISE 19 EapraLiq GARMIN STREETLINE @ esri " ginatacamp :
Withings "V~ vacioic peatmo /7\‘/'” [elquandl xignite @&BCBnscHis o] | 858 crimson Hexagon @Pomwrove 3 factual.  Place(d panjiva < Datatlite

s
\___ Ykinsa @ Humanari 22 o StockTwits Gestimize @§ran )| = Airware (@) oronedepioy )| () CRCULATE (@ placemeter [ BASIS (Serse J| ESONTAGOV  J{ &2 mheou incwbsor

METIS

Last Updated 3/23/2016 © Matt Turck (@mattturck), Jim Hao (@jimrhao), & FirstMark Capital (@firstmarkcap) FIRSTMARK




Applications




COURSE SYLLABUS



BACKGROUND SURVEY

Take the survey!
http://tinyurl.com/cs744-sp24-bgs



FAMILIARITY WITH TOOLS



PRIOR COURSES



WHAT DO YOU HOPE TO LEARN FROM THE COURSE?



LEARNING OBJECTIVES

At the end of the course you will be able to

* Explain the design and architecture of big data systems
* Compare, contrast and evaluate research papers
* Develop and deploy applications on existing frameworks

* Design, articulate and report new research ideas



LEARNING OBJECTIVES

At the end of the course you will be able to

* Explain the design and architecture of big data systems
* Compare, contrast and evaluate research papers
* Develop and deploy applications on existing frameworks

* Design, articulate and report new research ideas

Paper Review

Discussion

Assignment

Project
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CS 544: Introduction to Big Data Systems

Learning Objectives

Deploy distributed systems for data storage and analytics

Demonstrate competencies with tools and processes. ..

Write programs that use distributed platforms to efficiently analyze large datasets
Produce meaning from large datasets by training machine learning models. ..
Measure resource usage and overall cost of running distributed programs
Optimize distributed analytics programs to reduce resource consumption...
Demonstrate competencies with cloud services designed to store datasets ..

wa/f‘b /IM&/H\MV»
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CLASS FORMAT

Schedule: http://cs.wisc.edu/~shivaram/cs744-sp24

Reading: ~| paper per class.We will create reading groups (Canvas)!

Review: Fill out review form (link posted on Piazza) by &g 12

Discussion: In-class group discussion, submit responses within 24 hours

What if you cannot attend?
Best |15 responses (out of ~22)



COURSE FORMAT

Recordings!?

Important: In-class
participation!
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HOW TO READ A PAPER: EXAMPLE
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ABSTRACT

We have designed and implemented the Google File Sys-
tem, a scalable distributed file system for large distributed
data-intensive applications. It provides fault tolerance while
running on inexpensive commodity hardware, and it delivers
high aggregate performance to a large number of clients.
While sharing many of the same goals as previous dis-
tributed file systems, our design has been driven by obser-
vations of our application workloads and technological envi-
ronment, both current and anticipated, that reflect a marked
departure from some earlier file system assumptions. This
has led us to reexamine traditional choices and explore rad-

The Google File System

Sanjay Ghemawat, Howard Gobioff, and Shun-Tak Leung
Google*

1. INTRODUCTION

We have designed and implemented the Google File Sys-
tem (GFS) to meet the rapidly growing demands of Google’s
data processing needs. GFS shares many of the same goals
as previous distributed file systems such as performance,
scalability, reliability, and availability. However, its design
has been driven by key observations of our application work-
loads and technological environment, both current and an-
ticipated, that reflect a marked departure from some earlier
file system design assumptions. We have reexamined tradi-
tional choices and explored radically different points in the
design space.



PRACTIGE DISCUSSION!

https://forms.gle/vcCokb4df5xb5hSBA

What are your goals in taking the Big Data Systems course?
How similar / different are goals among students in the group?

What were your main takeaways from "How to Read a Paper"?



PRACTIGE DISCUSSION SUMMARY
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ASSESSMENT

Paper reviews: 10%

Class Participation, Discussion: 0%
Assignments (in groups): 20% (2 @ 10% each)
Midterm exams: 30% (2 @ 15% each)

Final Project (in groups): 30%



ASSIGNMENTS

Two homework assignments in Python using NSF CloudLab
- Assignment 0: Setup CloudLab account
- Assignment |: Data Processing

- Assignment 2: Machine Learning

Short coding assignments. Preparation for course project

Work in groups of three or four



EXAMS

* Two midterm exams
* Open book, open notes
* Synchronous, in-class

* Focus on design, trade-offs

More details including sample papers soon
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COURSE PROJECT

Main grading component in the course!
Explore new research ideas or significant implementation of Big Data systems

Research:Work towards workshop/conference paper

Implementation:Work towards open source contribution



COURSE PROJECT EXAMPLES

Example: Research

How do we scheduling distributed machine learning jobs while accounting for
performance, efficiency, convergence ?

Example: Implementation
Implement a new module in Apache YARN that allows GPUs to be allocated to
machine learning jobs.



COURSE PROJECT

Project Selection:

- Some course project ideas posted

- Form groups of three

- Bid for one or more ideas or propose your own!
- Instructor feedback/finalize idea

Assessment:

Project introduction write up

Mid-semester check-in

Poster presentation

Final project report



WAITLIST

- Class size is limited to ~80 for this semester
- Focus on research projects, discussion

- Limited undergraduate seats

If you are enrolled but don’t want to take, please drop ASAP!
If you are on the waitlist, we will admit students as spots open up

Meet me in office hours or on Thursday after class if reqd.

If you want to audit the class:



BEFORE NEXT CLASS

Join Piazza: https://piazza.com/wisc/spring2024/cs744

Complete Assignment O (see website, Piazza)

Paper Reading: The Datacenter as a Computer



