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Welcome
Back !



ADMINISTRIVIA

Project checkins due today!
Poster presentation: May 2 
Final report: May 7 

Project grade breakdown
 Intro: 5%
 Mid-semester checkin: 5%
 Poster: 10%
 Final Report: 10% 

- 1-2 pages

I
Regrade requests

↳ upload
midterm

templatepractice exams !



Scalable Storage Systems

Datacenter Architecture

Resource Management

Computational Engines

Machine Learning SQL Streaming Graph

Applications



NEW DATA, HARDWARE MODELS



Serverless Computing Compute Accelerators

Infiniband Networks

Non-Volatile Memory

computing
Cloud Acceleratordrtheprovider ML

T U =>
paper

HeMem
↳ fastDee



SERVERLESS COMPUTING
↳ there are actually servers !



MOTIVATION: USABILITY

What instance type? 

What base image? 

How many to spin up?

What price? Spot?

Price with

Usability each of
them

-

↳ Snowflake

-

&
- - - -

--- -

-
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ABSTRACTION LEVEL ?

Application

Compute 
Framework

Hardware

Logistic Regression

Spark

Amazon EC2
CloudLab
Private Cluster
…

Application

Compute
Framework

Language Integrated
Queries

Page Rank

API Apzdescribesecond
/ PyTorch Configure

I&



“Serverless” computing

300 900 seconds single-core

512 512-10240 MB in /tmp

3 10GB RAM

Python, Java, node.js, Ruby, Go etc.

Support for containers

"Task,
"

↳ small tasks for short the period1amensa
~ 15 mins

Day ~ ms granularity -
Duration s

-

disk

memory

-

-
- Pay when task

is running

- Really fast to launch
Lambda



STATELESS DATA PROCESSING
II)

Y

State
-> Comp . graph ↳ No State inside the serverless instance !
(lineage

->
task short/limited resources

Elastic
-> Intermediate

Cache I Redis ->
serverless

data- on

dists colocated T functions

with tasks

-

mappers need to
- asbe up ! pay

&↳ inputs
3
and

↳
Storage system

You go

-> intermediate
B- outputs S3

data



PYWREN API
about cloud/nothing

↳
Pip install pywren

-
instances etc.

-
~

import scipf local similar
scipy ..

->
function

- -

-
list of

inpets] Penal in the
53
-

map
-

handle that you
can use to

wait or retrieve result



PYWREN: how it works

your laptop the cloud

future = runner.map(fn, data)

future.result()

- Config file
cloud pickle -> docker

container

= ----
- - faction I
Serialize upload

~

Invoke serverless I task as serverless
Common

function from function
cloud API Container/python

-> libraries
version

read function, desta
perform Compute

Polling&
deserialize output

-



how it works

pull job from s3
download anaconda runtime
python to run code
pickle result
stick in S3

your laptop the cloud

future = runner.map(fn, data)

Serialize func and data
Put on S3
Invoke Lambda

func datadatadata

future.result()

poll S3
unpickle and return

result



STATELESS FUNCTIONS: WHY NOW ?

What are the trade-offs ? Throughput /

- All reads & writes ↑ Bandwidth

goes to S3 !

- Network is competitive -
- -

-

with local L I
SSD storage

7-
↳ slower

than

4 x
SSDs



MAP and REDUCE ?

Input
Data

Output
Data

1 million files

Sort ↑
↳ 1000 maps -> output forwher to each reduces

1000 reducers each

,↳ Redis

Better storage
~ IM ISV pairs

↳ Rey
value pair for

each

systems ? shuffle output



PARAMETER SERVERS

Use lambdas to run “workers”

Parameter server as a service ? Parameter 
Server

get

update

sars ML
SI
workloads

ML workload

lookup
operations

&
Trainer

functions
Gr workers

?

S
No. E



WHEN Should we use SERVERLESS ?

Yes! Maybe not ?

Image processing
Mr training

↳ embarancingly parallel long running

every key
on its ↳

own

↳ trigger
When new

images
arrive



SUMMARY

Motivation: Usability of big data analytics
Approach: Language-integrated cloud computing

Features
 - Breakdown computation into stateless functions
 - Schedule on serverless containers
 - Use external storage for state management

Open question on scheduling, overheads



DISCUSSION
https://forms.gle/cEvaUK4JR65Ykp7p9

when to use serverless



constant
computer goes downasor workers

-larger↑S than 900s

Redis- - grows
bottleneck not

-

O ↳
newverless



Consider you are a cloud provider (e.g., AWS) implementing support for serverless. What could 
be some of the new challenges in scheduling these workloads compared to schedulers we have 
studied in this class ? How would you go about addressing them? 

Challenges & opportunities ↳ timehe
-> fast

large number of tasks

-max
duration of

tasks is 900s

↳ get nice =in ahie

scheduling properties

- pre-allocated or pra-provisioned
↳ Algorithms/mechanisms

to hadle bursts



NEXT UP

Next steps:
- Mid-semester project check-in
- TPU next


