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Assignment 2 is due TODAY
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3d parallelism, ALPA
- Data parallelism

------EDate (Pipilea horizontal
-------

Comm intensiveI
8 GPUs

State

weights

2

-

= 2x242 · r . ... lig - -
DP PP TP



ERROR FREQUENCIES

OPT 175B Training Error Counts

https://github.com/facebookresearch/metaseq/b
lob/main/projects/OPT/chronicles/OPT175B_L
ogbook.pdf
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CHECK-POINTING BASED FAULT TOLERANCE

Downsides?
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↳ overhead of chpt



APPROACH

Take checkpoints after failure!?

Just-in-time

combine with periodic checkpointing

no checkpoints
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↳ one minibatch
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CHALLENGES?

How do we know when a failure happens?

How do we get access to GPU state?

 User-level
 Transparent

↳ anytime replicas -> all- reduce call

↓
- save-clept

-> user code is unmodified



USER-LEVEL JIT CHECKPOINTING

1. In each rank, detect hangs 
during AllReduce
 Timeout cudaEvent

2. Healthy ranks checkpoint state 
3. Restart the job 
4. Load the relevant checkpoint
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USER-LEVEL JIT CHECKPOINTING

1. In each rank, detect hangs during AllReduce
2. Healthy ranks checkpoint state 
 Release GIL, Memcpy stream 

3. Restart the job 

4. Load the relevant checkpoint
 Iteration i vs. i + 1

ring reduce
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TRANSPARENT JIT CHECKPOINT 

No changes to user code

Goal: Prevent errors from crashing 
PyTorch process

Build a proxy server

train· py
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TRANSPARENT JIT CHECKPOINT 
Steady State Work
 
 Log all CUDA / NCCL APIs
 Replay log

 Clear log every mini-batch
  hooks in PyTorch

 Validate the log periodically 
 

-> Redo logging

-↳
neal AllReduce calls - reinit

ha replay
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Compare thre calls



TRANSPARENT JIT CHECKPOINT 

Recovery Work – GPU/Network error

 Catch error in the Device API
 PyTorch/ML framework unaware!

 Goal: restart device proxy server
 Need to re-fill GPU state
  from CPU or replicas

 Iteration i vs. i + 1
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RECOVERING FROM GPU FAILURES

Take a consistent checkpoint of CPU state (all processes!)
CRIU on Linux

Restore GPU buffers from checkpoint (of other ranks)

to a
Move

diff without
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Is checkpointing library - file knowing about
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↳ blank GPV initialization

7 7replay the state from other ranks

log -> all reduce call



SUMMARY

Checkpointing based approach for DNN fault tolerance

Mitigate overheads with just-in-time checkpoints

User-based and transparent approaches 



DISCUSSION

https://forms.gle/QZh1zRC1TVbugwAx7
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Project ideas / Anybody looking for projects?

-> Flick - can you
combine this idea ?

-> Spark - ARE -> parameter turning

↓↳ automate ?

turning



NEXT STEPS

Next class: LLM Inference

Project Preference form


