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Abstract

Chiplet-based architectures have recently emerged as a technique to improve yields and

enable continued performance scaling. However, the increased modularity and scalabil-

ity they offer also requires rethinking system design. Compared to monolithic designs,

chiplet-based architectures face challenges around how computation is scheduled and how

data movement is coordinated across chiplets. These challenges introduce additional Non-

Uniform Memory Access (NUMA) complexities in multi-chiplet systems that can impact

performance. Consequently, exploiting locality is a significant bottleneck in multi-chiplet

systems. Although multi-chiplet CPUs overcome this inefficiency through complex co-

herence protocols or OS support, accelerators (e.g., GPUs) utilize relatively lightweight

coherence and OS support. Thus, inter-chiplet NUMA effects affect them more – especially

at phase boundaries where accelerators often utilize heavyweight operations to ensure cor-

rectness. In recognition of these challenges, prior multi-chiplet GPU works introduced

mechanisms to improve data locality or reduce synchronization overhead. However, these

techniques perform these optimizations in isolation, limiting their benefits. Conversely,

we propose CAQS, a novel Cache-Aware Queue Scheduler that intelligently utilizes

both locality and synchronization information when deciding where to schedule applica-

tion phases to reduce the impact of inter-chiplet NUMA effects. Overall, across 18 popular

GPU workloads CAQS improves geomean performance (30%, 28%, 6%), energy efficiency

(36%, 19%, 27%), and reduces network traffic (80%, 61%, 80%), over modern GPUs and

the state-of-the-art CPElide and LADM, respectively. Moreover, CAQS’s advantages grow

for more concurrent streams.
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Chapter 1

Introduction

Workloads including high performance computing (HPC) and machine learning (ML) con-

tinue to exhibit voracious demands for compute and memory [1, 2]. Concurrently, the

waning of Moore’s Law and end of Dennard’s Scaling limit the performance benefits that

transistor scaling traditionally provided [3]. Thus, modern systems are facing challenges

above from applications and below from the slowing of transistor scaling [4]. As a result,

systems are embracing heterogeneous mixes of conventional cores and specialized accel-

erators to continue scaling performance and energy efficiency. Specialized accelerators

are frequently used to improve the efficiency of computations that run inefficiently on

conventional, general-purpose processors. To keep pace with the insatiable demand for

performance, accelerators are growing larger, integrating more compute cores, specialized

processing units, and sophisticated memory hierarchies [5, 6, 7, 8, 9, 10, 11, 12, 13, 14].

However, this monolithic scaling approach faces challenges in manufacturing yield, cost,

and thermal limits [15, 16, 17, 18].

Given these challenges, designers are embracing chiplets [19, 20], also known as multi-

chip modules (MCMs) [15, 21, 22] (Figure 1.1a). Chiplets combine multiple smaller chips

into a large, aggregated system using interposers [23, 24, 16, 25] or other packaging tech-

niques such as crosslinks [4, 26]. By breaking down large, complex chips into smaller,

interconnected semiconductor dies, chiplet architectures enable more flexible manufactur-
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(a) MCM GPU (b) Distributed Memory

Figure 1.1: MCM GPU system’s high-level view.

Implicit Synchronization at Kernel Boundaries
Always Required Sometimes Required

No Current GPUs CPElide [27]Data Access
Optimizations Yes CODA[28], GRIT[29], LADM[17], Milic, et al. [30], SAC[31], SelRep [32] CAQS

Table 1.1: Mechanisms to improve inter-kernel reuse on chiplet-based GPUs.

ing, improved yield, enhanced design flexibility, and reduced costs. Thus, chiplets offer a

modular strategy to continue scaling performance and offer a potentially transformative

architectural approach to address the escalating challenges of monolithic chip design.

Although chiplet-based designs offer a number of benefits over more conventional,

monolithic designs, they also introduce unique challenges. In particular, maintaining data

locality and minimizing latency overheads is more challenging in chiplet-based designs.

Compared to monolithic designs, chiplets introduce an additional level of indirection in

the memory hierarchy. As shown in Figure 1.1a, chiplets utilize private L1 and L2 caches

located within the chiplets, as well as shared L3 caches. Furthermore, chiplet-based de-

signs also distribute memory across chiplets (Figure 1.1b). This introduces significant

indirection and NUMA (Non-Uniform Memory Access) overheads whenever inter-chiplet

communication is required. Thus, NUMA-aware design is essential to optimize perfor-

mance and fully harness the potential of chiplet-based architectures.

Although all chiplet-based designs face challenges from inter-chiplet NUMA effects,

vendors have demonstrated how they can leverage a) complex coherence protocols (e.g.,

MOESI) that minimize the overhead of synchronization and increase locality [4] and b)

OS support to mitigate NUMA effects [33, 34, 35] in homogeneous, multi-chiplet CPUs.

Unfortunately, these solutions clash with how accelerators are typically designed. While
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monolithic accelerators had some NUMA overheads, multi-chiplet designs exacerbate these

NUMA effects. Most accelerators assume relatively flat memory hierarchies, have limited

OS support, and utilize relatively simple coherence protocols with heavyweight synchro-

nization operations [36, 37, 38, 39, 40, 41]. Consequently, multi-chiplet accelerators cannot

use the same solutions as multi-chiplet CPUs. In this work, we focus on the increasingly

ubiquitous multi-chiplet GPUs due to their combination of programmability, performance,

and energy efficiency. However, since many accelerators suffer from NUMA effects and

utilize similar approaches [42, 43, 44, 45], CAQS also applies to them (discussed further

in Chapter 6).

Previous NUMA-aware Approaches: Prior work has shown that the impact of NUMA

effects on chiplet-based GPUs is severe: 29%-54% average performance loss versus

equivalently sized monolithic accelerators [27, 17, 39, 46]. Accordingly, they have made

significant improvements to reduce NUMA penalties. Broadly, these efforts can be divided

into two categories: scheduling work close to the data (Data Access Optimizations) and

reducing the overhead of implicit GPU synchronization at kernel boundaries (Implicit

Synchronization at Kernel Boundaries). We use these factors as axes in Table 1.1 to

describe the state-of-the-art in reducing NUMA overheads (related work discussed further

in Chapter 7).

Current multi-chiplet GPUs: At kernel boundaries, current multi-chiplet GPUs [10, 12,

14] must implicitly invalidate all valid data and flush all dirty data from all caches in a

chiplet to keep the data consistent across chiplets [47, 48, 49]. In chiplet-based GPUs

like those in Figure 1.1, this means that all data in both L1 and L2 caches, across all

chiplets, must be invalidated/flushed at kernel boundaries. Thus, unlike in monolithic

GPUs, in modern chiplet-based GPUs data cannot be retained in the L2 cache across

kernels – significantly hurting performance. Although they do allow programmers to bind

GPU streams to a specific chiplet, and offer virtualization techniques such as MIG [50] and

MxGPU [51] to provide isolated access to a subset of the GPU’s resources, these techniques

are often unable to improve per-chiplet locality and must implicitly synchronize at kernel
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boundaries.

Data Access Optimizations: Prior work such as CODA [28], GRIT [29], Locality-Aware

Data Management (LADM) [17], and Milic, et al. [30] proposed various page placement

policies to co-locate data and compute, including first touch placement, on-touch migra-

tion, access counter-based migration, and page duplication to reduce NUMA penalties by

reducing remote accesses. LADM attempts to schedule threads on the chiplet(s) where the

data resides utilizing a compile-time static index analysis of a GPU program to dynamically

make decisions about data placement, thread scheduling, and remote caching [17]. Con-

versely, GRIT attempts to dynamically identify the appropriate page placement schemes

instead of using a single page placement policy [29]. Other approaches such as SAC

and SelRep improve either memory- or SM-side LLC (e.g., L3) cache bandwidth [31, 32].

While each of these schemes improves locality, all must implicitly synchronize at kernel

boundaries. Thus, they cannot exploit inter-kernel L2 reuse.

Reducing Implicit Synchronization Overhead : The above approaches optimize data ac-

cesses at the L3 cache or main memory. This approach is common because at kernel

boundaries GPUs must implicitly invalidate all valid data and flush all dirty data from all

caches in a chiplet to keep the data consistent across chiplets [47, 48, 49]. However, recent

work, CPElide (discussed further in Chapter 2.1.2), reduces the overhead of these im-

plicit synchronizations [27]. CPElide observed that many implicit kernel synchronizations

are redundant, and reduces the overhead from these flushes/invalidations by tracking the

kernel accesses using the GPU’s Command Processor’s (CP, discussed further in Chap-

ter 2.1.1) to perform implicit synchronization only when required. Thus, CPElide keeps

more data in the chiplet’s L2 caches and reduces the overhead of implicit, kernel bound-

ary synchronization. However, since CPElide does not consider the data locality when

scheduling kernels, it cannot always avoid NUMA penalties.

Our Approach: CAQS: Prior work either require coarse-grained, redundant implicit

synchronization or do not consider data placement optimizations when scheduling work.

To overcome the shortcomings of both approaches, we propose CAQS, which considers
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both locality and synchronization information when making GPU scheduling decisions.

Like CPElide, we exploit the fact that the GPU CP already has a global view of what work

groups (WGs) are being sent to each chiplet and what data structures each work group

(WG) in a GPU kernel accesses at a given time [27]. However, neither modern GPUs

nor CPElide leverage this information when the CP’s queue scheduler (stream scheduler

in NVIDIA parlance) decides which chiplet(s) to schedule a GPU kernels WGs on. Thus,

CAQS introduces a novel queue scheduler into the GPU CP that leverages the CP’s

dynamic tracking information to schedule GPU kernels on chiplet(s) to improve L2 reuse,

avoid expensive inter-chiplet communication, and reduce NUMA penalties.

To demonstrate CAQS’s efficacy we evaluate it over 18 workloads from traditional

GPGPU, graph analytics, and HPC. Compared to modern multi-chiplet GPUs and the

state-of-the-art CPElide and LADM, CAQS significantly improves geomean performance

(30%, 28%, 6%), improves average L2 hit rate (27%, 25%, 26%), reduces geomean energy

consumption (36%, 19%, 27%), and decreases geomean network traffic (80%, 61%, 80%),

respectively. Moreover, as concurrent GPU streams increase, CAQS outperforms the best

baseline, LADM, by 29% geomean for 4-stream and 22% geomean for 6-stream workloads.

To the best of our knowledge, CAQS is the first multi-chiplet GPU queue scheduler to

combine locality- and synchronization-awareness to combat multi-chiplet GPU NUMA

effects. Additionally, because CAQS is integrated into the GPU CP, it does not require

hardware changes and can adapt to changing workload behavior.
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Chapter 2

Background

2.1 Multi-Chiplet GPU Architecture

Modern GPU systems are often made of multiple GPUs that are connected via high-

bandwidth interconnects such as PCIe [52], NVLink [53], or xGMI [54]. Each GPU in this

multi-GPU system is composed of multiple chiplets, known as a multi-chiplet GPU or an

MCM GPU. In a multi-chiplet GPU, multiple chiplets communicate over high-bandwidth

interconnects (Figure 1.1a). Each of these chiplets has multiple Streaming Multiprocessors

(SMs)/Compute Units (CUs) and a cache hierarchy that is connected to the L3 cache and

high bandwidth memory (HBM). While all chiplets share the L3 cache and main memory,

the L3 and HBM banks are physically distributed across multiple chiplets (Figure 1.1b).

These distributed resources cause non-uniform memory accesses (NUMA) – local chiplet

accesses are faster than remote ones [39, 15]. In this work, we focus on alleviating NUMA

penalty impacts within a chiplet-based GPU. However, as we discuss in Chapter 6, CAQS

could also be applied to multi-GPU systems that combine multiple chiplet-based GPUs.

2.1.1 GPU Command Processors

As shown in Figure 1.1, modern GPUs utilize an embedded, programmable RISC micro-

processor, the CP, to act as the interface between the host and accelerator. In modern

multi-chiplet GPUs, GPU vendors typically have a CP per chiplet [12, 14], and elect
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Algorithm 1: Default Queue Scheduler.

Input: Function running on each CPU cur cpu
for all HW queues do

Pick the highest priority queue, Qi, from all the HW queues
end
forall work groups (WGs) in kernel K at the head of Queue Qi do

// Round-Robin Scheduler
schedule on chiplet C = (lastChiplet + 1) % totalChiplets
lastChiplet = C

end

one as the leader. A GPU driver (e.g., AMD’s ROCm [55]) maps the GPU program

into software queues and enqueues the program’s kernels, along with any memory man-

agement and inter-kernel synchronization, as a packet(s). The CP’s packet processor

then maps each kernel onto a hardware compute queue using its queue scheduler. A

GPU queue scheduler orchestrates the efficient allocation and management of computa-

tional tasks across GPU resources, including determining task execution order and resource

mapping. When dispatching kernel invocations, it must manage the critical interface be-

tween application-level workload requirements and hardware-level execution capabilities:

balancing competing objectives: minimizing kernel launch latency, maximizing hardware

utilization, and ensuring fair resource distribution. As shown in Algorithm 1, modern

GPU queue schedulers typically dispatch all WGs from a kernel in round-robin (RR)

fashion across the available CUs [56, 57] before switching to another kernel. GPUs also

support multiple hardware queues to manage independent work submitted asynchronously

with GPU streams [58, 59, 60]. Typically each stream is mapped to a queue and each

queue holds one or more kernels from that stream. The CP maintains intra-stream and

inter-kernel dependencies but often executes different streams concurrently.

2.1.2 CPElide

Since CAQS builds on key ideas from CPElide, we first discuss how CPElide works. Fig-

ure 2.1 demonstrates the overall CPElide architecture [27]. In addition to having local,
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Address
Range

Array A

Figure 2.1: CPElide architecture [27].

typedef tuple <Addr_t , Addr_t , LogicalChipletID >

rangeChiplet;

vector <rangeChiplet > C_ranges(numSchedChip) =

{make_tuple(C_d[start], C_d[mid], 0),

make_tuple(C_d[mid+1], C_d[end], 1)};

vector <rangeChiplet > A_ranges(numSchedChip) =

{make_tuple(A_d[start] , A_d[mid], 0),

make_tuple(A_d[mid+1] , A_d[end], 1)};

hipSetAccessModeRange(square , C_d , ’R/W’, C_ranges);

hipSetAccessModeRange(square , A_d , ’R’, A_ranges);

hipLaunchKernelGGL(square ,..., C_d , A_d , N);

Listing 2.1: CPElide’s proposed API calls to label the memory accesses in a sample
kernel [27].

per-chiplet CPs like modern GPUs (Chapter 2.1.1), CPElide further splits the CPs func-

tionality by adding a global CP to handle communication with the host. The global CP

and leader CP are similar, except the global CP does not need to manage local, per-

chiplet functionality. Moreover, CPElide leverages information already available in the

CP to monitor kernel memory accesses across chiplets. Specifically, CPElide inspects each

queue entry’s kernel object to identify coarse-grained data structure access information.

Programmers or compilers provide this information to the (global) CP via an API, which

CPElide tracks in its Chiplet Coherency Table (CCT ).

Listing 2.1 shows an example of how CPElide adds new API calls to AMD’s open-source

ROCm GPU API to pass this information to the CP [27]. Unlike coherence protocols,

CPElide tracks access information coarsely per data structure, and only updates it at ker-

nel boundaries. Thus, it conservatively estimates what data may be in each chiplet’s L2

caches. When launching a kernel, CPElide’s queue scheduler uses the CCT’s information
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to decide which chiplets require implicit synchronization to ensure correctness, and which

ones do not (L1 caches must still be invalidated and flushed). Thus, CPElide implicitly

synchronizes only on the chiplets that require it, reducing the overhead of implicit synchro-

nization and increasing L2 reuse in chiplets. However, CPElide does not consider locality

when scheduling. Consequently, it only realizes significant benefits from retaining data

in a chiplet’s L2 cache when a kernel happens to be scheduled on a chiplet with reusable

data. However, in Chapter 5 we show such serendipitous occurrences are infrequent.
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Chapter 3

Design

3.1 Architecture

Figure 3.1: CAQS Design (changes in red).

Figure 3.1 presents the CAQS’s overall architecture. CAQS’s primary objective is to

reduce the NUMA penalty in chiplet-based GPUs by dynamically scheduling kernels from

queues to increase inter-kernel cache reuse and retention. Unlike approaches (e.g., CODA,

LADM) that rely on static profiling or predictions, CAQS leverages runtime information

to make adaptive scheduling decisions. We leverage information on how data structures

are being accessed by GPU kernels to determine what data has been accessed by recent

kernels and where (i.e., which chiplet(s)) it has been accessed on. This per data structure

access information is already available in the GPU (global) CP, but neither modern GPUs

(Chapter 2.1.1) nor CPElide (Chapter 2.1.2) use it in their queue schedulers.
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Figure 3.2: CAQS Req/Resp Flow

CAQS’s key insight is that queue schedulers can leverage this coarse-grained informa-

tion to cheaply, quickly determine when inter-kernel reuse may be possible in multi-chiplet

GPUs. Thus, CAQS creates a novel, NUMA-aware queue scheduler in the GPU’s global

CP that builds on CPElide. CAQS uses CPElide to eliminate implicit synchronization

operations, enabling L2 caches to retain previous kernel’s data beyond kernel boundaries.

These data structures are tracked in CPElide’s CCT (Chapter 2.1.2). However, unlike

CPElide, CAQS’s new queue scheduler inspects the CCT to identify whether a data struc-

ture resides in any chiplet’s L2 cache. Specifically, for each kernel at the front of a hardware

compute queue (Chapter 2.1.1), CAQS’s identifies all data structures the kernel will ac-

cess, potentially including their address ranges. Then CAQS checks the CCT for potential

inter-kernel reuse for these data structures, and finalizes its scheduling decision.

3.2 Dynamic Queue Scheduling Mechanism

Figure 3.2 illustrates CAQS’s high-level request/response flow for an incoming kernel.

Likewise, Algorithm 2 shows how we implement CAQS. When a kernel reaches the head

of a hardware compute queue ( 1 ), CAQS extracts the data structure(s) the kernel will

access ( 2 ). CAQS only considers chiplets with available resources – if a chiplet is com-

pletely utilized, CAQS will not attempt to schedule this kernel’s WGs on it. Given the list

of chiplets with available resources, CAQS then queries the CCT to determine the presence
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Algorithm 2: CAQS Queue Scheduler. For simplicity, this algorithm assumes a
given kernel is scheduled on a single chiplet.

Input: Function running on global CP
forall HW queues do

Pick the highest priority queue, Qi, from all the HW queues
end
schedOptions = NULL
K = head[Qi] // kernel K at the head of Queue Qi

// Extract all the Data Structures from K
kernelDataStructures = extractDataStructures(K)
foreach data structure (Dj) in kernelDataStructures do

foreach chiplet Ci do
// Check data structure in CCT for Ci

cctData = readCCT(Dj , Ci)
// Check if Dj may be in Ci and is valid/dirty
if cctData.match and (cctData.valid or cctData.dirty) then

schedOptions.pushBack(Ci)
end

end

end
// Determine which chiplet is best fit from available options
bestScore = 0
bestChiplet = 0
foreach chiplet Oi in schedOptions do

score = calcScore(K, Oi)
if score > bestScore then

bestScore = score
bestChiplet = Oi

end

end
if bestScore > 0 then

... // Perform appropriate implicit synchronization on Ci

forall work groups (WGs) in K do
Schedule on chiplet bestChiplet

end
lastChiplet = bestChiplet

end
else

forall work groups (WGs) in K do
// Round-Robin Scheduler
Schedule on chiplet C = (lastChiplet + 1) % totalChiplets

end
lastChiplet = C

end
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// A Workload with 3 kernels:

// Kernel1 with Array A (R) as

// input and Array B (R/W) as output

hipSetAccessMode(Kernel1 , B_d , ’R/W’);

hipSetAccessMode(Kernel1 , A_d , ’R’);

hipLaunchKernelGGL(Kernel1 ,..., B_d , A_d , N);

// Kernel2 with Array B (R) as

// input and Array C (R/W) as output

hipSetAccessMode(Kernel2 , C_d , ’R/W’);

hipSetAccessMode(Kernel2 , B_d , ’R’);

hipLaunchKernelGGL(Kernel2 ,..., C_d , B_d , N);

// Kernel3 with Array D (R) as

// input and Array E (R/W) as output

hipSetAccessMode(Kernel3 , E_d , ’R/W’);

hipSetAccessMode(Kernel3 , D_d , ’R’);

hipLaunchKernelGGL(Kernel3 ,..., E_d , D_d , N);

Listing 3.1: An example workload with 3 kernels.

and state of each data structure required by the kernel in those chiplets’ L2 caches ( 3 ).

CCT sends the response back to CAQS ( 4 ). If the CCT indicates that a data structure

has been previously accessed, CAQS checks whether the data is still valid or dirty ( 5 ).

If the data is valid or dirty, CAQS identifies this chiplet as one to consider scheduling the

kernel on. If a read-only data structure is valid on multiple chiplets, CAQS selects the first

chiplet as a tiebreaker (not shown in Algorithm 2 for simplicity). Moreover, if a required

data structure has not been previously accessed or is not valid or dirty, CAQS defaults to

RR scheduling. This strategy enables CAQS to balance the load across multiple chiplets

instead of binding a stream to any one chiplet, which could negatively impact performance

[33]. Once the queue scheduler has made its decision and before the kernel is dispatched,

CPElide performs any necessary implicit acquire and release operations. Finally, CAQS

schedules the kernel onto the identified chiplet(s) ( 6 ).

3.3 Putting It All Together

Consider a single-stream workload with three kernels, as described in Listing 3.1, run-

ning on a 2-chiplet GPU with an L2 cache that can hold two large data structures. In

Listing 3.1, we use the same API calls as CPElide to pass per-kernel data structure (A d,
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B d, C d, D d, E d) access information, since our approach builds on it.

Baseline System: In the baseline system (Chapter 2), the first kernel, Kernel1, is

scheduled on Chiplet 0. Before Kernel1 is launched, all chiplets are invalidated, and upon

completion, any dirty data (e.g., B d) is flushed from each chiplet. Next, the second kernel

(Kernel2) is scheduled on Chiplet 1 following the baseline’s round robin queue scheduling

policy, undergoing a similar invalidate-and-flush process at kernel boundaries. Finally, the

third kernel (Kernel3) is subsequently scheduled back on Chiplet 0, repeating the implicit

invalidates-and-flushes at its boundaries.

System with CAQS: When Kernel1 is enqueued at the global CP, CAQS extracts its

data structures (A d, B d) and checks their status in the CCT. Since this is the first kernel,

the CCT has no entries. Thus, CAQS defaults to scheduling Kernel1 on Chiplet 0. Before

scheduling Kernel1, CAQS checks and determines that no acquire or release operations

are required since the CCT is empty (unlike in the baseline); thus it dispatches Kernel1

WGs to Chiplet 0. When Kernel1 completes the L2 cache on Chiplet 0 retains A d and

B d.

Subsequently Kernel2 is enqueued. For Kernel2, CAQS extracts B d and C d and

queries their status in the CCT. Since Kernel1 wrote B d in Chiplet 0, it may still be

present in Chiplet 0’s L2 cache (Chapter 2.1.2). Thus, CAQS schedules Kernel2 on

Chiplet 0. Moreover, since Kernel2 is scheduled on Chiplet 0 this reduces the overhead

of flushing Chiplet 0 (unlike in the baseline). Accordingly, Kernel2 benefits from reusing

B d in Chiplet 0’s L2 cache, reducing main memory accesses and avoiding synchronization

overhead. After Kernel2 completes, Chiplet 0 retains B d and C d, while A d is evicted

(per LRU).

For Kernel3, CAQS similarly extracts D d and E d and queries them in the CCT. Nei-

ther of these structures has been accessed previously. To preserve the contents of Chiplet

0’s L2 cache, particularly B d and C d, CAQS schedules Kernel3 on Chiplet 1 (Chap-

ter 2.1.2). Thus, Chiplet 0 retains B d and C d while accessing D d and E d on Chiplet 1 –

balancing the cached data structures across the chiplets. Hence, CAQS reduces evictions,
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and retains more data in the L2 cache, increasing L2 reuse opportunities in subsequent

kernels. Additionally, this strategy ensures that CAQS effectively load balances, avoiding

rigidly binding streams to chiplets. In Chapter 5, we show that CAQS’s relatively simple

changes to the GPU queue scheduler provides the best of both worlds: balancing locality

like LADM and avoiding implicit synchronization overheads like CPElide, without the

downsides of either.

3.4 Overheads

Queue Scheduler Overhead: CAQS reads the CCT for each data structure associated

with a kernel, which adds overhead. We model this overhead within our system. Given

that the size of the CCT is ≈2KB [61], CAQS also fits into the global CP’s private memory.

The number of reads required varies based on the number of data structures accessed by

each kernel. However, prior work has shown that most GPU programs access eight or

fewer data structures per kernel [62] [63]. In our experiments, the average number of data

structures accessed per kernel is four. Furthermore, because CAQS schedules kernels on

chiplet(s) where the L2 cache may already contain the required data, it reduces memory

accesses and avoids the invalidations and flushes typically seen in CPElide when subsequent

kernels are scheduled on different chiplets. Thus, CAQS’s runtime mechanism has minimal

overhead (discussed further in Chapter 4.2) and negligible impact (Chapter 5).

Delayed Writebacks: Unlike the baseline, which incurs overhead from implicit flushes

and invalidations for the per-chiplet L2 caches at kernel boundaries, CAQS delays these

operations to encourage inter-kernel L2 reuse. However, subsequent kernels may evict this

dirty data to make space for other data. Thus, CAQS may have write-back overheads.

Since these writebacks occur during kernel execution in CAQS, they may be on the critical

path. However, the performance impact of these writebacks is usually limited, and the

increased reuse far outweighs their cost (Chapter 5).

False Positives: Unlike coherence protocols, CPElide’s CCT coarsely tracks information

at the data structure granularity, and only updates its state when kernels are launched.



16

Thus, CAQS may encounter false positives if some of the data is no longer in a chiplet’s

L2 cache (e.g., due to cache evictions). However, in this situation CAQS provides the

same behavior as CPElide and LADM, which also do not perform fine-grained tracking.

Moreover, in Chapter 5 we show that our approach provides significant benefits.
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Chapter 4

Methodology

4.1 Baseline GPU Architecture

Similar to prior work, we evaluate CAQS using a tightly coupled CPU-GPU architecture

with a unified address space with shared memory and coherence caches [27]. Figure 1.1

illustrates our GPU system, which is similar to prior work [27, 17, 39, 26]. All CPU

cores and GPU CUs are connected via a shared, inclusive L3, which also serves as the

directory. Each GPU chiplet has a private L1 cache and LDS per CU, and an L2 cache

shared across the chiplet’s CUs. The HBM and L3 cache are distributed across chiplets

as shown in Figure 1.1b. The interconnect connects the chiplets, which routes L2 misses

to the appropriate “home chiplet” for the address [39].

4.2 System Setup

As noted in prior work, GPU CPs can be reprogrammed [27, 64, 65, 66, 67]. However,

since GPU vendors have not disclosed an API, doing so is difficult. As a result, prior

work like CPElide simulate their CP extensions in gem5 [27]. Since we compare against

CPElide (Chapter 4.4), we utilize the same approach to reduce the impact of system

differences when comparing approaches. Thus, we simulate CAQS in gem5, which recent

work has extended to support multi-chiplet GPUs [27, 68]. Moreover, while other popular
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simulators support modern GPUs [69, 70], gem5 has the most detailed CP model and

models GPUs with high fidelity [71].

GPU Feature Configuration

GPU Clock 1801 MHz

CP Latency 31 cycles

Num Chiplets 6

CUs/Chiplet; Complexes/Chiplet 60; 1

SE/Chiplet, SA/SE 4, 1

Total CUs 360

Num SIMD units/CU 4

Max WF/SIMD unit 10

Vector/Scalar Reg. File Size / CU 256/12.5 KB

Num Compute Queues 256

LI Instruction Cache / 4 CU 16 KB, 64B line, 8-way

L1 Data Cache / CU 16 KB, 64B line, 16-way

L1 Latency 140 cycles

LDS (Local Data Share) Size / CU 64 KB

LDS Latency 65 cycles

L2 Cache/chiplet 8 MB, 64B line, 32-way (8 banks per chiplet)

Local/Remote L2 Latency 269/390 cycles

L2 Write Policy Write-back with write allocate

L3 Size 16 MB, 64B line, 16-way (64 banks)

L3 Latency 330 cycles

Main Memory 16 GB HBM, 4H stacks, 1000 MHz
(64 banks)

Inter-chiplet Interconnect BW 768 GB/s

Table 4.1: Simulated baseline GPU parameters.

Specifically, we utilize CPElide’s publicly available artifact [61] as our starting point.

We implemented CAQS into its gem5 GPU global CP, including adding support for com-

municating between the global scheduler (Chapter 2.1.2) and CPElide’s CCT (Chap-

ter 2.1.2). Moreover, like CPElide we use ROCm 1.6 [55], gem5 v21.1 [72, 73], and

configure the GPU to emulate CPElide’s GPU setup. Table 4.1 summarizes the common

key system parameters, which are based on an AMD Radeon VII GPU. To measure the

energy consumption we leverage prior work’s per-access GPU energy models [74, 75, 76,

77, 67], scaled for multi-chiplet GPUs [27]. In our simulated system the CP frequency is

1.5 GHz [78] and the CPs private memory’s access latency is 31 cycles [79]. The global

CP and local CP are connected via a high bandwidth crossbar, with 65 cycles of uni-

cast latency and 100 cycles of broadcast latency. Similar to CPElide and prior work,

the modeled local/global CP latency is 2 µs [80, 52, 57]. We also model CAQS’s over-
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Application Input

Square [81, 82] 512K 1 2 2048 256

BabelStream [83, 84] 512K

BFS [85, 86] graph128k.txt

Gaussian [85, 86] 16x16

Backprop [85, 86] 64K

Color-max [87] AK.gr

HACC [88] 0.5 0.1 512 0.1 2 N 12 rcb

Hotspot [85, 86] 512 2 20 temp 512 power 512

LUD [85, 86] 512.dat

LULESH [88] 1.0e-2 10

Pennant [88] noh.pnt

SSSP [87] AK.gr

FW [87] 512 65536.gr

BTree [85, 86] mil.txt

BC [87] AK.gr

DWT2d [85, 86] rgb.bmp 4096x4096

Pathfinder [85, 86] 200000 100 20

SRAD v2 [85, 86] 2048 2048 0 127 0 127 0.5 2

Table 4.2: Evaluated Benchmarks

heads (Chapter 3.4). However, since CAQS only affects internal CP communication paths

(e.g., CCT -queue scheduler communication), these changes do not affect the area beyond

CPElide’s original ∼2 KB [27], which fits in the CP’s private memory and does not change

the GPU’s area. Specifically, our changes affect the CP’s processing latency by ≈100ns,

which our simulations factor in when processing new GPU kernels. However, this overhead

is hidden for all but an application’s first kernel since the kernel runtimes are much larger.

4.3 Workloads

We evaluate CAQS across 18 traditional GPGPU [85, 86], graph analytics [87], and

HPC [88, 89] applications with diverse memory access patterns from gem5-resources [81].

Table 4.2 summarizes these workloads, which launch up to 450 kernels. Like our modeled

system (Chapter 4.1), all gem5-resource’s workloads use unified virtual memory (UVM)

and page-aligned memory allocations [90]. We also selected these benchmarks to overlap

with LADM and CPElide’s (Chapter 4.4) studied benchmarks. Like CPElide, these work-

loads never overflow the CCT. We scaled the input sizes for all workloads to stress the

L2 cache capacity [91]. Moreover, to evaluate CAQS’s behavior in various scenarios, our
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workloads range from high or moderate inter-kernel reuse to low inter-kernel reuse [92, 91,

93]. We also simulated a subset of these workloads for 4 and 6 streams to evaluate the

scalability of CAQS. Some of our evaluated works (HACC, Pennant) use multiple streams

by default. Thus, we exclusively study them when we evaluate larger numbers of streams

(Section 4.6).

4.4 Configurations

We compare CAQS against 3 state-of-the-art methods using the system described in Chap-

ter 4.2:

Baseline: Baseline models a modern, multi-chiplet GPU [94, 95, 10, 12, 96, 14]. It uses

a gem5’s VIPER coherence protocol [80], which is similar to modern GPUs [36, 37, 38,

39, 40, 97, 41], extended for multi-chiplet GPUs [68]. It forwards remote requests to the

home chiplet, writes through remote stores, and writes back local stores. Moreover, it

uses a RR queue scheduler where each subsequent kernel is scheduled on the next chiplet

(Chapter 2.1.1).

CPElide: CPElide [27] is a state-of-the-art approach for avoiding unnecessary implicit

synchronization at kernel boundaries in chiplet-based GPUs. CPElide uses Baseline’s co-

herence, forwarding policy, queue scheduler, and write policies, but elides synchronizations

by tracking data structure access information in its global CP’s CCT.

LADM: LADM [17] is a state-of-the-art approach for placing pages and scheduling WGs

on multi-chiplet GPUs (Chapter 1) which we implemented in gem5. LADM also uses the

VIPER coherence protocol. We optimistically model LADM’s best-case scenario when

threads are always scheduled on the same chiplet where the data is present. Thus, our

LADM implementation does not need its underlying LASP page placement policy. Instead

we can utilize a first touch page allocation policy to allocate the pages wherever the data

is first accessed [15, 39]. As a result, our implementation may overstate LADM’s efficiency

when this is not possible.

CAQS: Our proposed CAQS approach (Chapter 3) implemented on top of CPElide. Like
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CPElide, CAQS tracks the kernel accesses in the CCT, and leverages it to schedule a

kernel in a way that optimizes the L2 reuse and retention.

4.5 Design Decisions

We also made the following design choices for all the different configurations (Chapter 4.4):

Page Placement Policy: Since CAQS’s focuses on improving inter-kernel reuse, we uti-

lize the same page placement policy for all configurations. Specifically, we use a First Touch

page placement policy since it usually performs well on modern multi-chiplet GPUs [15,

27, 39]. The first touch policy determines the home node (chiplet) for a given physical

address. Moreover, different page placement policies can be used with CAQS (discussed

further in Chapter 6).

Scheduling Kernels on One Chiplet: Modern multi-chiplet GPUs can be configured

to schedule kernels on a single chiplet or across chiplets [10, 12, 14]. However, for many

systems, as well as virtualization techniques like MIG [50] and MxGPU [51], it is common

to partition the GPU at chiplet boundaries to improve locality. Thus, we model this

behavior and do not split a given kernel’s WGs across multiple chiplets (alternatives

discussed further in Chapter 6).

4.6 Sensitivity Study: Number of Streams

Modern GPU workloads also often utilize multiple streams to improve the utilization. To

understand the impact of this behavior and test the scalability of CAQS, we study the

sensitivity of different numbers of streams in the system for all of our applications: 1, 4,

and 6 streams. As in prior work, we run a subset of our benchmarks (Table 4.2) to run

multiple parallel streams where each stream performs independent work [27, 98].
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Chapter 5

Results

Figures 5.1 and 5.2 present the relative speedup and absolute L2 hit percentage, respec-

tively, for all single-stream workloads across various configurations on a 6-chiplet GPU.

Figure 5.3 depicts the normalized network traffic, broken into local and remote traffic. Fig-

ure 5.4 shows the normalized energy consumption for each configuration, broken down into

main memory, L1, L2, remote, and the remaining (e.g., core) energy components. Over-

all, CAQS demonstrates significant improvements over Baseline, CPElide, and LADM.

CAQS provides a geomean speedup (30%, 28%, 6%), average increase in L2 hits (27%,

25%, 26%), geomean energy consumption reduction (36%, 19%, 27%), and geomean net-

work traffic reduction (80%, 61%, 80%) over Baseline, CPElide, and LADM, respectively.

These results demonstrate the benefits of considering both locality and synchronization

overheads in multi-chiplet GPU scheduling decisions. Moreover, for 4- and 6-stream work-

loads that further stress the system, CAQS’s advantages over the alternatives become

even more substantial: CAQS outperforms the best baseline, LADM, by 29% geomean for

4-stream workloads and 22% geomean for 6-stream workloads. Thus, CAQS scales better

and provides greater benefits even as GPU configurations grow.
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Figure 5.1: Single stream apps’ speedup for Baseline, CPElide, LADM, & CAQS in a
6-chiplet GPU, normalized to Baseline.

Figure 5.2: Single stream apps’ L2 hit rates for Baseline, CPElide, LADM, & CAQS in a
6-chiplet GPU, normalized to Baseline.

Figure 5.3: Single stream apps’ network traffic for Baseline, CPElide, LADM, & CAQS in
a 6-chiplet GPU, normalized to Baseline.

Figure 5.4: Single stream apps’ energy usage for Baseline, CPElide, LADM, & CAQS in
a 6-chiplet GPU, normalized to Baseline.
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5.1 Single Stream

5.1.1 CAQS vs Baseline

Figure 5.1 compares Baseline’s and CAQS’s normalized speedups for single-stream sim-

ulations. Unlike Baseline, CAQS’s consideration of locality and implicit synchronization

information enables it to increase cache hit rates, reduce memory and remote accesses, and

reduce overhead from implicit flushes and invalidations at kernel boundaries. As a result,

CAQS provides a 30% geomean speedup over the Baseline. This is further emphasized

by Figure 5.2, which shows that CAQS consistently enhances L2 cache reuse: 27% aver-

age L2 hit rate improvement versus Baseline. Importantly, CAQS’s L2 hit rate is always

equal to or better than Baseline. However, the relationship between speedup and L2 hit

rate improvement is not linear. While higher L2 hit rates generally benefit performance,

workloads with different sensitivities to memory latency exhibit varying speedups.

Applications with Inter-Kernel Reuse: Figure 5.3 demonstrates CAQS’s ability to improve

reuse and keep data local within a chiplet. In particular, for workloads with opportunities

for inter-kernel reuse (all but BTREE, DWT2D, Pathfinder, and SRAD v2), CAQS effec-

tively identifies and leverages reuse opportunities in the CCT from previously executed

kernels (Chapter 3.2). This enables CAQS to keep the stream localized on that chiplet.

Thus, CAQS significantly reduces remote accesses (80% geomean less network traffic than

Baseline). Similarly, CAQS improves L2 hit rates for many applications with inter-kernel

reuse: six benchmarks achieved L2 hit rates exceeding 90%, including LUD, SSSP, and

FW reaching ≈97%.

CAQS is also effective for BC (84% L2 hit rate) and Square (94% L2 hit rate). Al-

though both are memory-bound workloads, Square has a regular memory access pattern

while BC is highly irregular. Nevertheless, CAQS captures their inter-kernel reuse pat-

terns, reduces NUMA effects, and significantly improves their performance. Interestingly,

Babelstream demonstrates CAQS’s ability to balance locality and synchronization Al-

though Babelstream has substantial inter-kernel reuse, it only achieves a modest 14% L2

hit rate improvement with CAQS since its working set exceeds the L2 cache capacity,
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leading to cache thrashing. Despite this, CAQS improves Babelstream’s performance by

90% over Baseline because CAQS keeps the accesses for the L2 misses local on the same

chiplet.

However, not all workloads with inter-kernel reuse opportunities obtain significant

benefits with CAQS. For example, FW’s high, irregular memory parallelism hides memory

latency through parallelism, rendering L2 hit rate improvements less impactful on overall

performance. Thus, it obtains limited performance gains despite significant L2 hit rate

improvements (Figure 5.2).

Applications with Limited Inter-Kernel Reuse: Unsurprisingly, applications (e.g., BTREE,

DWT2D, Pathfinder, and SRAD v2) with little or no inter-kernel reuse opportunities of-

ten obtain little speedup from CAQS. Accordingly, like Baseline, CAQS schedules the

kernels in a RR fashion across the chiplets (the final else path in Algorithm 2), resulting

in remote accesses similar to the Baseline to access pages first touched on another chiplet.

However, even in these situation CAQS provides roughly the same performance as Base-

line. DWT2D is the only workload where CAQS incurs a slight performance drop (3%).

DWT2D has no inter-kernel reuse and minimal intra-kernel reuse (≈6%). Interestingly, in

DWT2D CAQS’s avoiding implicit synchronization hurts performance. Unlike Baseline,

CAQS uses CPElide and retains modified data in the writeback L2 cache across kernel

boundaries (Chapter 2.1.2). When a new kernel is scheduled, the chiplet must write back

this data to memory, adding significant writeback traffic. This writeback traffic falls on a

subsequent kernel’s critical path (Chapter 3.4), unlike Baseline, which concurrently flushes

and invalidates data at kernel boundaries. Thus, flushing or invalidating data at kernel

boundaries could benefit workloads with no inter-kernel reuse. However, other applica-

tions with limited inter-kernel reuse like BTREE have high intra-kernel L2 reuse (≈74%).

This reduces L2 evictions and writeback traffic, avoiding DWT2D’s slowdown.

Energy: While improving the cache hit rate does not always improve performance, it

usually reduces energy. CAQS not only reduces the remote accesses (like prior work),

it also reduces the energy consumed by L2 misses that go to the L3 cache or memory.
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Overall, Figure 5.4 shows that CAQS reduces geomean energy consumption by 36% over

Baseline. A significant portion of these savings stems from reductions in L2 to L3 requests,

memory accesses, and remote traffic. As expected, the energy consumption for L1 to L2

accesses remains the same as the Baseline.

However, the energy reduction benefits vary with workload characteristics such as data

size and inter-kernel reuse. For instance, Babelstream, which generates high writeback

traffic but reduces remote traffic, obtains significant energy savings. Similarly, workloads

like BC, which exhibit zero intra-kernel reuse but high inter-kernel reuse, experience an

85% reduction in energy consumption with CAQS compared to the Baseline. Moreover,

CAQS significantly reduces energy even for workloads like FW and SRAD v2, which did

not obtain speedups. However, for workloads with low inter-kernel reuse, such as DWT2D

and BTREE, CAQS and Baseline consume similar energy because CAQS resort to Base-

line’s RR scheduling in the absence of reuse.

5.1.2 CAQS vs LADM vs CPElide

LADM reduces remote accesses, while CPElide minimizes implicit invalidations and flushes.

Thus, both also improve performance, energy, and network traffic compared to Baseline.

However, CAQS achieves both by retaining data in the cache and optimally scheduling

kernels. As a result, CAQS improves geomean speedup (6%, 28%), average L2 Hit rate

(26%, 25%), and reduces geomean energy consumption (27%, 19%), geomean network traf-

fic (80%, 61%) over LADM and CPElide, respectively. Thus, CAQS provides the benefits

of both of these prior approaches and reduces NUMA effects in multi-chiplet GPUs.

Applications with Inter-Kernel Reuse: Figure 5.1 shows that CAQS always equals or out-

performs CPElide and outperforms LADM for all but 3 workloads. As expected, CAQS’s

improvements stem from: (1) enhanced L2 reuse (as shown in Figure 5.2), which both

CPElide cannot fully capitalize on and LADM does not provide, and (2) reducing remote

accesses versus CPElide (Figure 5.3). As discussed in Chapter 4.4, in LADM we optimisti-

cally bind the stream to a specific chiplet, eliminating remote accesses. However, despite
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this optimal configuration, CAQS still outperforms LADM by effectively exploiting cache

reuse.

Although CAQS effectively balances locality and implicit synchronization overheads

in most workloads with inter-kernel reuse, LADM outperforms CAQS for FW (10%),

Babelstream (3%), and LULESH (13%). For FW and Babelstream, like Babelstream

in Chapter 5.1.1, CAQS ’s delayed writebacks of dirty data increases the critical path

of subsequent kernels (versus LADM implicitly synchronizing at the kernel boundaries).

Moreover, FW’s high memory parallelism reduces its sensitivity to L2 cache misses, limit-

ing CAQS’s overall impact. Conversely, LULESH has low, irregular inter-kernel reuse. As

a result, CAQS often resorts to the default RR scheduler. However, CAQS obtains some

reuse for a few kernels (9% improvement in the L2 hit rate versus LADM and CPElide).

Despite this improvement, the combination of this behavior with the first touch page pol-

icy results in remote accesses, which LADM avoids in its best-case scenario. Thus, LADM

outperforms CAQS for LULESH. Nevertheless, in aggregate CAQS significantly reduces

the impact of NUMA effects compared to CPElide and LADM.

Conversely, CPElide’s NUMA-unawareness hurts it in several scenarios. In our 6-

chiplet system, CPElide’s RR scheduler takes 5 more kernels to return to the same chiplet.

As a result, cache invalidations are likely to be triggered by one of the intervening kernels,

reducing data reuse opportunities. Thus, CPElide only outperforms LADM in terms of

L2 hit rate and network traffic (but not performance) for Square. Without considering

locality – like CAQS – CPElide often cannot fully harness L2 cache reuse, and thus suffers

from additional NUMA effects.

Applications with Limited Inter-Kernel Reuse: For the workloads (e.g., BTREE, DWT2D,

Pathfinder, and SRAD v2) with little or no inter-kernel reuse opportunities, CPElide,

LADM, and CAQS all provide relatively similar speedups, L2 hit rates, and network traf-

fic. For BTREE, since CAQS resorts to a RR scheduler in the absence of inter-kernel

reuse, it has more remote accesses than LADM (Chapter 5.1.1). However, these remote

accesses are <1% of total requests; hence they have minimal impact. For DWT2D, like
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Figure 5.5: Four stream apps’ speedup for Baseline, CPElide, LADM, & CAQS in a 6-
chiplet GPU, normalized to Baseline.

CAQS, CPElide and LADM are also worse than Baseline (Chapter 5.1.1). For CPElide,

the drop in performance comes from the same reason as CAQS – high writeback traffic.

LADM reduces DWT2D’s remote accesses, but the benefits are not enough to overcome

the overhead of implicit synchronization on the same chiplet.

Energy: Figure 5.4’s results confirm the speedup, L2 hit rate, and network traffic trends

discussed above. Overall, CAQS significantly reduces energy consumption (Figure 5.4)

over both LADM and CPElide. CAQS consumes less energy than CPElide by lowering

remote accesses and improving the L2 hit rate. Compared to the best-case scenario of

LADM, CAQS does not always reduce remote accesses, but it still leads to energy savings

for workloads with high inter-kernel reuse due to its improved L2 hit rate. Interestingly,

even workloads where LADM provides higher speedups than CAQS (e.g., FW, LULESH),

CAQS still reduces energy versus LADM due to improved L2 reuse and fewer memory

accesses in CAQS.

As before, there are a small number of outliers to this overall trend. CAQS consumes

more energy than CPElide for Babelstream, due to its high write-back traffic (Chap-

ter 5.1.1), which CPElide avoids due to its round robin queue scheduling across chiplets.

Similarly, CAQS consumes more energy than LADM for DWT2D. Here, DWT2D’s low

inter-kernel reuse increases remote accesses in CAQS (Chapter 5.1.1) versus LADM, in-

creasing energy.
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Figure 5.6: Four stream apps’ L2 hit rates for Baseline, CPElide, LADM, & CAQS in a
6-chiplet GPU, normalized to Baseline.

Figure 5.7: Four stream apps’ network traffic for Baseline, CPElide, LADM, & CAQS in
a 6-chiplet GPU, normalized to Baseline.

Figure 5.8: Four stream apps’ energy usage for Baseline, CPElide, LADM, & CAQS in a
6-chiplet GPU, normalized to Baseline.

5.2 4-Stream Workloads

Multi-stream workloads increase shared resource contention in chiplet-based GPUs, includ-

ing the L3 cache, main memory, and interconnect. With multiple streams active, implicit

synchronization overheads also increase since every kernel from every stream will flush

the entire system. Nevertheless, Figures 5.5-5.8 show CAQS meets this challenge: with 4

concurrent streams CAQS provides even better performance gains over Baseline, LADM,

and CPElide. Overall, CAQS improves geomean performance (30%, 31%, 29%), average
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L2 hits (26%, 23%, 25%), reduces energy consumption (24%, 18%, 19%), and decreases

network traffic (68%, 62%, 66%) over Baseline, CPElide, and LADM, respectively.

Applications with Inter-Kernel Reuse: Most of these workloads obtain substantial in-

creases in L2 hit rate with CAQS. CAQS keeps the data in each chiplet’s L2 caches

and schedules subsequent kernels from the same stream on the same chiplet when the

CCT identifies reuse opportunities. Thus, the L2 hit rate, energy, and network traffic

trends are similar to the single stream trends (Chapter 5.1). However, the increased net-

work congestion due to writeback traffic when 4 concurrent streams are active impacts

some application’s behavior relative to a single stream (Chapter 5.1). While Baseline’s

flushes increase, the writebacks in CAQS are on the critical path of kernel execution and

have a more significant negative impact on performance – especially for Babelstream and

Square. For Babelstream, the increased congestion, combined with its large working set

and L2 cache thrashing (Chapter 5.1), reduce CAQS’s benefit over Baseline from 90% with

one stream to 42% with four streams. Conversely, Square’s L2 hit rate is much higher,

resulting in significantly lower writeback traffic and thus fewer NUMA effects.

Interestingly, LADM and CPElide suffer even more than CAQS with four streams.

CPElide’s NUMA-unaware, RR queue scheduling leads to high writeback traffic with four

streams and limited L2 hit rate improvements. Conversely, LADM is able to preserve

locality, significantly reducing remote accesses. However, because it is unable to exploit

inter-kernel L2 reuse, it also increases congestion during flushes. Accordingly, its relative

speedup versus Baseline drops from 23% for a single stream to 2% for 4 streams. Thus,

CAQS’s ability to avoid both remote accesses and implicit synchronization make it much

better at handling NUMA effects.

Applications with Limited Inter-Kernel Reuse: Since these workloads have little or no

reuse opportunities, they are relatively unaffected by the increased number of streams.

For example, just like with one stream (Chapter 5.1), workloads like BTREE obtain sim-

ilar performance with Baseline, CPElide, LADM, and CAQS.
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Figure 5.9: Six stream apps’ speedup for Baseline, CPElide, LADM, & CAQS in a 6-
chiplet GPU, normalized to Baseline.

Figure 5.10: Six stream apps’ L2 hit rates for Baseline, CPElide, LADM, & CAQS in a
6-chiplet GPU, normalized to Baseline.

5.3 Saturating the System: 6-Stream Workloads

Finally, Figures 5.9 and 5.10 examines the behavior of our configurations for workloads

with 6 concurrent streams, which fully utilize our 6-chiplet GPU. Six stream applications

effectively cause the RR queue scheduler to bind each stream to a specific chiplet in our

system (Section 4.2). Consequently, Baseline emulates LADM ’s behavior, while CPElide

emulates CAQS’s functionality. Overall, both CAQS and CPElide provide a geomean

speedup of 22% and average L2 hit rate improvement of 27% over LADM and Baseline.

Although most workloads exhibit similar patterns to the transition to four streams, unsur-

prisingly Babelstream experiences a further performance drop in CAQS due to writebacks

(Chapter 5.1, 5.2). However, at full utilization contention for shared resources reduces

CAQS’s overall geomean speedup from 29% (4-streams) to 22% (6-streams). Neverthe-

less, CAQS’s increased L2 reuse and ability to avoid implicit synchronization overhead

continues to enable it to equal or outperform all other approaches.
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Chapter 6

Discussion

Page Placement Policies: We evaluate CAQS with a First Touch page placement pol-

icy (Chapter 4.5). However, as discussed in Chapter 1, there are a number of alternatives

including Feng [99], LADM, and GRIT [29]. Unfortunately, this prior work has demon-

strated how no single page placement policy is universally best for multi-chiplet GPU

workloads [99, 29]. In particular, workloads with low inter-kernel reuse or sparse access

patterns sometimes prefer alternate page placement policies. Although this reduces the

number of NUMA accesses, they focus on page placement, whereas CAQS focuses on

inter-kernel reuse (e.g., at the L2). Thus, these page placement policies are orthogonal to

CAQS and could be applied on top of CAQS to further reduce NUMA penalties.

Scheduling Kernels Across Chiplets: In this work, we schedule a kernel on a single

chiplet. Although this approach is common in modern multi-chiplet GPUs, it can limit

performance for workloads (e.g., Babelstream) with large working sets. As discussed in

Chapters 5.1.1 and 5.2, even when these workloads obtain significant inter-kernel reuse,

they also suffer from thrashing at the L2 – lowering L2 hit rates and causing bursty write-

back traffic. Splitting a kernel across chiplets can reduce the stress on L2 and alleviate the

impacts of L2 thrashing, leading to further performance improvements. However, splitting

a kernel requires finer grained data structure tracking. A given WG often accesses a smaller

portion of each data structure. Accordingly, CAQS must track these accesses at the same
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granularity to avoid additional, redundant flushes and invalidations, which would decrease

reuse. Unfortunately, this would also increase the area overhead at the global CP.

Chiplet-based GPUs versus Multi-GPU Designs: As mentioned in Chapter 2, in

this work we focus on chiplet-based GPUs of multi-GPU systems each with multiple

chiplets because queue schedulers typically only schedule work for the specific multi-chiplet

GPU they receive work for. Moreover, prior work (and our results in Chapter 5) high-

lights how there are significant opportunities for reuse within a single multi-chiplet GPU.

Thus, by improving a multi-chiplet GPU versus state-of-the-art solutions like CPElide and

LADM, CAQS can also potentially improve the efficiency of multi-GPU systems.

CAQS Applicability to Other Accelerators: Although we evaluate CAQS on AMD

multi-chiplet GPUs, CAQS can also be applied to other vendor’s multi-chiplet GPUs,

which also suffer from NUMA effects and interface with CPs. More broadly, other accel-

erators are also being split across multiple chiplets. Although kernels are a GPU-specific

way to partition work, other accelerators also partition work into multiple phases and

iterate through the phases. Moreover, many accelerators [43, 42, 44, 100, 45, 9] also use

embedded microprocessors (like CPs) as an interface and work scheduler. Thus, CAQS

works for a wide range of accelerators.
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Chapter 7

Related Work

Since CPElide and LADM are most closely related to CAQS, we quantitatively compared

against them in Chapter 5 and discussed them and other closely related work in Chapter 1.

Here we qualitatively discuss other related approaches in the context of Table 1.1.

Reducing Chiplet-based GPU NUMA Penalties: As discussed in Chapter 1, other

prior work on multi-chiplet GPUs have examined alternative approaches to reducing

NUMA penalties through more intelligent data locality and placement [28, 30, 101, 46,

31]. For example, CARVE extends the GPU cache capacity to improve NUMA GPU per-

formance [46]. Similar to LADM, other work optimized WG scheduling and/or placement

algorithms [15, 28]. However, LADM outperforms them and they do not target implicit

synchronization. Thus, since CAQS outperforms LADM (Chapter 5), CAQS should also

outperform them. Conversely, SAC dynamically reduces NUMA penalties in multi-chiplet

GPUs by improving the cache bandwidth [31]. However, SAC runs at the LLC (e.g.,

L3) level and does not impact per-chiplet L2 caches. Thus, CAQS is less affected by LLC

caching changes. However, SAC or its ancestor SelRep [32] could be combined with CAQS

to improve LLC bandwidth.

Other Optimizations for Chiplet-Based Accelerators: Other recent work has im-

proved chiplet-based GPU cache coherence [102, 39], compression [103], design [15, 21],

domain specialization [104, 22], and memory management [105, 106, 107, 108, 109]. How-
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ever, these designs are largely orthogonal to CAQS.

Monolithic GPU Queue/WF Schedulers: Other works significantly increase reuse

on monolithic GPUs via better wavefront (WF) [110, 111, 112, 113, 114, 115, 116, 117,

118, 119, 120, 121, 122] and queue [123, 124, 125, 126, 127, 128, 67, 129] scheduling.

However, unlike CAQS, these solutions are focused on monolithic GPUs. Thus, they are

unable neither able effectively provide inter-kernel reuse per chiplet nor are they able to

manage the overheads of implicit synchronization – since those overheads are specific to

chiplet-based GPUs, these approaches did not face them. Nevertheless, CAQS could be

integrated with these WF schedulers to further improve performance.

CPU-based NUMA Approaches: Multi-chiplet GPUs are not the first device to face

challenges from NUMA effects. For example, multi-core CPUs have a rich history of re-

ducing the impact of NUMA effects, including Beckmann & Wood [130], D-NUCA [131],

NuRapid [132], TD-NUCA [133], and TLC [134]. Similarly, CPU OS’s consider waking up

a thread on a core that they believe can provide cache benefits or utilize thread affinity

to bind a thread to a core [34, 35]. While CAQS leverages some similar concepts to these

works, such as load balancing and avoiding binding a stream to a chiplet [33], they require

different support. These approaches work well in monolithic, multi-core CPUs, but are

less effective in multi-chiplet GPUs which do not possess complex coherence protocols to

improve locality and avoid synchronization overheads or OS support to identify where to

migrate the threads to. Moreover, they were designed assuming inter-phase synchroniza-

tion is relatively cheap – which is not the case in accelerators like GPUs. Thus, they

cannot fully preserve inter-kernel reuse like CAQS. To preserve reuse in a chiplet-based

GPU, they would need run-time scheduling information, which CAQS leverages via the

CP.
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Chapter 8

Conclusion

The increasing preponderance of multi-chiplet GPUs offers improved yield and continued

performance scaling. However, the additional level of indirection chiplets incurs also intro-

duces significant challenges, especially NUMA latencies across chiplets, which are difficult

for GPUs to overcome. Recent work has reduced its overhead but has been constrained

to levels below the L2 cache due to the implicit synchronization mechanism of GPUs.

However, emerging techniques such as CPElide have opened up new possibilities by en-

abling data to be retained in the L2 cache beyond the execution of a single kernel. In this

work, we present CAQS. CAQS’s co-designed approach is the first GPU queue scheduler

to combine both locality and synchronization information to reduce the impact of NUMA

overheads in multi-chiplet GPUs. Consequently, CAQS provides substantial improvements

over Baseline and the state-of-the-art CPElide and LADM approaches for geomean per-

formance (30%, 28%, 6%, respectively), L2 cache hits (27%, 25%, 26%), energy efficiency

(36%, 19%, 27%), and network traffic reduction(80%, 61%, 80%). Moreover, CAQS’s

gains increase for increased GPU streams – underscoring the importance of balancing

both locality and synchronization when designing multi-chiplet GPU schedulers.
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