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ABSTRACT

We survey the perturbed Newton method framework for smooth nonlinear equations, allow-
ing sharp characterization of local convergence and rate of convergence to singular solutions
possessing some 2-regularity properties. The framework covers a wide range of Newton-
type methods in a unified manner, including, along with the basic Newton method, the
Levenberg-Marquardt method and the LP-Newton method, among the others. We also dis-
cuss a linesearch-based globalization of convergence of these methods, and their possible
acceleration by means of extrapolation, with asymptotic acceptance of the full step play-
ing the key role for acceleration. These constructions and results are further extended to
more general problem settings, such as constrained equations and piecewise smooth equa-
tions, allowing for applications to various reformulations of complementarity problems. The
2-regularity property in question is strongly related to the concept of critical solutions of non-
linear equations, which is further naturally tailored to the error bound property (or rather
lack of it), and to stability of solutions subject to wide classes of perturbations. Finally, we
trace the link of critical solutions of equations to critical Lagrange multipliers in optimization,
which was the origin of these developments. Critical Lagrange multipliers have a major effect
on behavior of the SQP methods, stabilized SQP, and multiplier (Augmented Lagrangian)
methods for optimization and variational problems.
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1 Introduction
The primary problem setting in this survey is the equation
®(u) =0, (1.1)

where the mapping ® : RP — RP is at least once differentiable at a given solution @ of (1.1).
The case of interest here is when @ is a singular solution of (1.1), i.e., ®'(a) is a singular
matrix; otherwise solution is called nonsingular. In the latter case, everything is classical
and long well understood. For the specified problem setting with the number of equations in
(1.1) equal to the number of variables, singular solutions include, in particular, all nonisolated
solutions.

We shall discuss behavior of various Newton-type methods near singular solutions, not
only for (1.1) itself, but also for some problem settings more general. These include the
reduced smoothness hypotheses on ® and the cases when (1.1) has additional constraints,
i.e., constrained equations. The main tool is the perturbed Newton method framework that
appears to be a convenient paradigm of wide use in this context. For example, it allows to
cover various methods, as well as various reformulations of complementarity problems.

The paper is organized as follows. In Section 2, we recall the key notions of 2-regularity
and of criticality of solutions of nonlinear equations. Section 3 describes the general perturbed
Newtonian framework and its convergence properties. In Section 4, these are applied to
the Levenberg-Marquardt and to the LP-Newton methods. The issues of globalization of
the local methods and of acceleration techniques are discussed in Scetion 5. Section 6 is
devoted to constrained equations and Section 7 to piecewise smooth equations. Applications
to complementarity problems are described in Section 8 (both unconstrained and constrained
reformulations). Finally, in Section 9, we go back to connecting the notion of critical solutions
of nonlinear equations to that of critical Lagrange multipliers in optimization, which is the
origin of the developments. Section 10 collects some questions, which we consider as open at
the time of wirting this paper.

We complete the introduction by some comments about the notation and conventions we
shall employ in the sequel. For simplicity of presentation, let the inner product (-, -) and
the norm || - || be Euclidian, unless some other choice of the norm is explicitly specified. For
a linear subspace L, we denote by LT its orthogonal complement in the given space. The
identity matrix is denoted by Z. By diagu we mean the diagonal matrix, with the vector
u forming the diagonal. The notation u; stands for the subvector of u with components u;,
i € I, where I is a given index set. We use ker A for the null space and im A for the range
space of a linear operator A. For a given set U C RP, the distance from u € RP to U is
given by dist(u, U) = inf,cp |Jlu — v||. The interior of U is denoted by int U. Furthermore,
Ty (u) is the contingent cone to U at a point u € U [56, p. 3], fU(u) is the Clarke tangent
cone [10, p. 51] (when U is convex, both coincide with the standard tangent cone, i.e., the
closure of the conic hull of U — ), and Ny (u) is the Mordukhovich (limiting) normal cone
[70, Definition 1.1]. For any @, v € RP, and any given scalars € > 0 and § > 0, we define the
set

Ke 5(a;v) = {u € R [ flu —all <e, [[[lv]|(w — @) = [lu = allo]] < 6]lu—allllv]]},



which can be thought of as a “conic neighborhood” of u associated to the direction v. Finally,
0¥ (u) stands for Clarke’s generalized Jacobian of a mapping ¥ at u [10, Definition 2.6.1].

2 Preliminaries: 2-regularity and criticality of solutions

Assume now that @ is differentiable at every u € RP near the given solution w of (1.1).
Assume further that its derivative ®', as a mapping from a neighborhood of @ to RP*?, is
strongly semismooth at @, i.e., it is Lipschitz-continuous near @, directionally differentiable
at u in every direction, and satisfies the estimate

/ /(= — —112
jlnax |97 (u) — @' (1) = J(u— )| = O([|u —al]%)
as u — u. For the concept of strong semismoothness, see, e.g., [75], and also [56, Section 1.4.2]
for a more recent exposition of the related theory.

We emphasize that we do not assume twice differentiability of ®, even at u. This, for
example, allows us to cover in Section 8 reformulations of complementarity problems, making
use of smooth complementarity functions.

Let II be the orthogonal projector onto (im ®(@))* in R?, and let (®)(@; v) stand for
the directional derivative of ® at @ in the direction v € RP.

Definition 2.1 The mapping & is said to be 2-regular at « in the direction v if the linear
operator B(v) : ker ® (@) — (im ®'(#))* defined as the restriction of II(®')'(u; v) to ker &' ()
is nonsingular.

The 2-regularity property can be stated in various equivalent forms. For instance, it is
equivalent to saying that ®'(@) + II(®')'(@; v) is a nonsingular matrix, or to the equality

im @' (u) + (@) (u; v) ker ®'(u) = RP,

the latter form not involving the projector II.

For mappings with directionally differentiable first derivatives, this notion of 2-regularity
was introduced in [50, 51]; see also the discussion there and in [74]. Observe that (') (w; -)
is positively homogeneous. This implies that 2-regularity is indeed a directional property,
i.e., it does not depend on the norm of v. Also, (®')(%; -) is (Lipschitz-)continuous, which
implies that 2-regularity is stable subject to small perturbations of v. See [77], [4] for the
origins of this concept in the twice differentiable case, and, e.g., [35], [36], [37], [73], [6], [7]
as recent examples of its (and its extensions’) use in optimization and variational analysis.

Evidently, if the solution @ of (1.1) is nonsingular, ® is 2-regular at @ in every direction
v, including v = 0. At the same time, simple examples (like with p = 2, ®(u) = (u3, ujuz),
u = 0) show that ® may be 2-regular at @ in nonzero directions at singular solutions as well,
and even at nonisolated solutions, and even in directions v € ker ®'(@). The latter property
will be referred to below as Key Assumption:

There exists v € ker ®'(u) such that the mapping ® is 2-regular at @ in the direction .
(2.1)



Furthermore, combining [48, Definition 1] with considerations in [24], we can say that a
solution @ of (1.1) is refereed to as noncritical if

Tp—1(0)(a) = ker @' (), (2.2)
and critical otherwise. Since it always holds that
Tp-1(0)(1) C Tp-1(0)(a) C ker &' (),

noncriticality condition (2.2) can actually be decomposed into the two ingredients, namely

~

Tp-1(0)(u) = To-1(0)(u), (2.3)

which is the Clark-regularity property of the solution set ®~1(0) at @ [10, Definition 2.4.6],
and the equality
Tp-1(0) (@) = ker ®'(u). (2.4)

In fact, in [48, Definition 1] the noncriticality notion for equations was originally introduced
precisely in this form.
According to [24], under the stated smoothness assumptions, noncriticaly of u is also
equivalent to the equality
ker &' (i) N Ng-1(0) (@) = {0},

and according to [48, Theorem 2], it is further equivalent to the local Lipschitzian error bound

property
dist(u, 71(0)) = O([|@(w)l) (2.5)

as u € RP tends to u, and to the upper Lipschitzan property that consists of saying that for
w € RP, for any solution u(w) of the perturbed equation

O (u) = w,
close enough to u, it holds that
dist(u(w), 71(0)) = O([lw])

as w — 0. We note in passing that since our smoothness assumptions imply continuous
differentiability of ® near @, the result obtained in [5] says that the local Lipschitzian error
bound property (2.5) (and hence, any of the equivalent properties specified above) implies that
®~1(0) is actually a smooth submanifold near u, and in particular, is indeed automatically
Clark regular at .

By [48, Theorem 3], every critical solution is necessarily singular, but the converse is not
true in general. Finally, as observed in [48, p. 497] (in the twice differentiable case, but those
consideration are easily extendable to our current setting), for a singular (e.g., nonisolated)
solution u, Key Assumption (2.1) above may only hold if @ is critical: the equality (2.4) is
necessarily violated in this case. This is the main reason why criticality of solutions appears
in this survey, and even in its title.



We finally mention that criticality plays a crucial role for the stability of a solution, i.e., its
potential to “survive” large classes of perturbations. These issues are left out of this survey
focusing on Newton-type methods. For stability studies, we address the reader to [48] for
twice differentiable unconstrained equations, to [2], [3], and [24] for constrained equations,
and to [27] for the case when the second derivatives may not exist, and for the piecewise
smooth case.

3 Perturbed Newton method framework

The following perturbed Newton method (pNM) framework for solving (1.1) was proposed
and studied in [47], and later in [26]. For a given iterate u* € RP, the next iterate is defined
as uFt! = uF + vF, where v* is a solution of the linear equation

d(uF) + (@' (uF) + QuF))v = wuh), (3.1)

with mappings  : RP — RP*P and w : R? — RP serving for characterizing various kinds of
perturbations, corresponding to different methods and details of their implementation (e.g.,
inexactness in solving subproblems of a given method). Specific methods within the pNM
framework are defined by the choice of these mappings. In particular, taking Q(-) = 0 and
w(-) =0 in (3.1) recovers the basic Newton method (NM) with the iteration system

d(uF) + &' (uF)v = 0. (3.2)

Other examples of methods fitting the pNM framework, including those equipped with stabi-
lizing mechanisms specially intended for the cases of singular and even nonisolated solutions,
will be discussed in Sections 4 and 9 below.

The key ingredient of the local convergence analysis for the pNM framework is the fol-
lowing sharp characterization of its single step, obtained in [26, Lemma 3.1]. Its somehow
less sharp predecessors for the twice differentiable case are [47, Lemma 1], [39, Lemma 4.1]
and [32, Lemma 1] for the basic NM.

From this point on, we make use of the unique decomposition of every u € RP into the
sum

u=uy +uy with uy € (ker ®(@))*, us € ker &'(a).

Lemma 3.1 Let & : RP — RP be differentiable near u € RP, and let the derivative of ® be
strongly semismooth at w. Let @ be a solution of the equation (1.1), and assume that ® is
2-reqular at @ in a direction v € RP. Let  : RP — RP*P gnd w : RP — RP satisfy the following
properties: there exists § > 0 such that

Qu) = O(flu—all), w(u)=O(u—al) (3.3)
for v € K, 5(u; ) as € = 04, and
QY (u) = o([lu — ul|)

for u € K, 5(u; v) as € = 04+ and 6 — 0+.



Then there exist £ > 0 and § > 0 such that, for every u € K. 5(u; v) \ {a}, the linear
operator B(u — u) (given in Definition 2.1) is invertible,

—\\—1 —11—1
(B(u—a))"" = O(lu—a|™)
as uw — 1, the equation (3.1) with u* = u has the unique solution v, and this solution satisfies

ur + o1 — a1 = O([lu—llllur — @) + O(||u — @l[[|2w)]) + O(|lw(w)l) + O(lu — al®),

uz vy — Ty = %(UQ—ﬂ2+(B(u—ﬂ))_1H(<I>')/(ﬁ; w— ) (uy — 1))
+o(IMQu))) + O(llu — al| = [ Mw(w)[|) + O(|lu — [|*) (3.4)

as u — U.

As demonstrated by [26, Example 3.1], the conclusion of this lemma may fail in case
of violation of strong semismoothness of ®', even for the basic NM and twice continuously
differentiable ®.

The local convergence result for the pNM framework relying on Lemma 3.1 is coming next.
It was established in this form in [26, Theorem 3.1], while in the twice differentiable case it
was obtained earlier in [47, Theorem 1]. For the basic NM, this result is [74, Theorem 1]
under our current smoothness requirements. Initially, under the twice differentiability, this
result corresponds to [39, Lemma 5.1].

Theorem 3.1 Let @ : RP — RP be differentiable near u € RP, and let the derivative of ®
be strongly semismooth at u. Let @ be a solution of equation (1.1), and assume that ® is 2-
reqular at @ in a direction v € ker ®'(u) \ {0}. Moreover, let Q : RP — RP*P gnd w : RP — RP
possess the following properties: there exists § > 0 such that, along with (3.3), the estimates

1Q(u) = O(||ur — @) + O(||u — alf*) (3.5)

and
w(u) = O(|Ju — all[[uy — @) + O(|lu —ul|*) (3.6)

hold for v € K. 5(u; v) as € — 0+.

Then, for every € > 0 and 5> 0, there exist e = (v) > 0 and 6 = 6(v) > 0 such that for
any starting point u° € K. s(u; v), there exists the unique sequence {uk} C RP such that for
each k it holds that uFt! = uF + vF, where v* satisfies (3.1), and for this sequence and for
each k, it holds that uk # s, u € K 5(u; 0), {uF} converges to u, {||u¥ — ||} converges to
zero momnotonically,

bt — .
= O(|lu”" —al) (3.7)
lub ™ — ||
as k — oo, and
O 1
lim ———— = —. 3.8
koo ||ub — s 2 (38)
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As argued in [47, Remark 2|, the estimates (3.7)—(3.8) in Theorem 3.1 imply that

meaning that {u*} converges to @ linearly, with the asymptotic ratio exactly equal to 1/2.

Convergence in Theorem 3.1 is established from the staring points in K. 5(@; v) that is a
convex set with nonempty interior, and hence, is “large” (not asymptotically thin). Moreover,
convergence domain can be further enlarged by taking the union of K () 5(v)(%; v) over all
v € ker ®'(u) such that ® is 2-regular at @ in the direction ©. For the basic NM in the
twice differentiable case, it was further shown in [39, Theorem 6.1] (see also [38] and [40,
Theorem 2.1] for further related details and overview of the preceding works) that under
Key Assumption (2.1), there exists a domain U C RP which is starlike with respect to 4 and
asymptotically dense at @, and such that a single NM step from any «® € U is well-defined
and produces the iterate u! € K. 5(u; v) with o = 5(u®) = m(u?)/||7(u®)|| being such that ®
is necessarily 2-regular at % in the direction v, where

() = %(ug iy + (B(u® — @) (@) [u° — 1, w0 — )
(cf. the estimate (3.4) in Lemma 3.1), and with € > 0 and ¢ > 0 selected for this v according
to Theorem 3.1. Then application of Theorem 3.1 yields convergence and rate of convergence
estimates for all starting points in U.

Unfortunately, deriving a result of this kind for the pNM framework appears to require
assumptions too restrictive on the perturbation terms. I.e., assumptions that do not naturally
hold for the specific instances of the pNM framework, to be considered in Sections 4 and 9
below. Moreover, under our current smoothness assumptions, one cannot expect the domain
of convergence to be asymptotically dense even for the basic NM, as demonstrated by [26,
Examples 5.1-5.3], and also discussed earlier in [74, Section 4.2]. This also concerns the
domain of ultimate acceptance of the full step in linesearch globalization techniques, the
issue tackled in Theorem 5.1 below.

Nevertheless, we can conclude that critical solutions satisfying Key Assumption (2.1) are
specially attractive for the pNM sequences under the specified requirements on perturba-
tion terms: convergence to such solutions is guaranteed from “large” sets of starting points,
even when critical solutions form a thin subset of the solution set ®~1(0), and the rate of
convergence is linear with the asymptotic ratio exactly equal to 1/2.

4 Applications to the Levenberg—Marquardt
and the LP-Newton methods

Consider the Levenberg-Marquardt (LM) method dating back to [67, 69], with the subprob-
lem of the form

1 1
minimize §||<I>(uk) + @' (uF)v||? + ia(uk)HUHQ, v e RP, (4.1)



where o : RP — R, defines the regularization parameter. In case of nonsingular (hence
isolated) solutions, local convergence properties of this method can be found, e.g., in [12,
Theorem 10.2.6]. On the other hand, the LM method is a well-established tool for tackling
nonisolated solutions. For an overview of modern convergence theories for this method,
including local superlinear/quadratic convergence to some solution close to @, under the local
Lipschitzian error bound condition (2.5) (which is the same as noncriticality of @, and of
course allows for this solution to be nonisolated), and for related references, we address the
reader to [33].

The LM method subproblem (4.1) is a convex optimization problem, and hence, via its
optimality conditions, it is equivalent to the linear equation

(@'(u) " (u”) + (@' (")) " @' (") + o (uM)Z)v = 0, (4.2)

characterizing its stationary points. From from [39, Lemma 3.1] it follows that for v € RP
such that @ is 2-regular at % in the direction o, there exist £ > 0 and ¢ > 0 such that, for every
u e K, 5(u; v)\{a}, ®'(u) is invertible, and (®'(u)) ' = O(lu—u| ') as u — @. Multiplying
both sides of (4.2) by (((®'(u*))T)~! = (((®'(u*))~!)T, we then obtain the equation

() + (@'(u") + o (u) (@' (u*) ™) v =0,

which is the pNM iteration system (3.1) with the perturbation terms that are defined for
we K, 5@ 0)\ {a} by

Q) = o (u)((#'(w)) ™) = O(o(u)|lu—a|™), wlu)=0. (4.3)

The needed requirements (3.3), (3.5), and (3.6) on the perturbations terms do hold if, say,
o(u) = ||®(u)||? with § > 2, since

®(u) = (@) (ur — @) + O(||u — all?) (4.4)

as u — u. Application of Theorem 3.1 now yields the following result, corresponding in the
twice differentiable case to [47, Corollary 1].

Corollary 4.1 Under the smoothness and 2-regularity assumptions in Theorem 3.1, its con-
clusion is valid with (3.1) replaced by the subproblem (4.1) of the LM method, where o(u) =
| ®(w)]|® with § > 2.

Observe that in the case of full singularity, i.e., when ®'(z) = 0, the conclusions above
are valid for all # > 3/2. Indeed, in this case, (4.3)—(4.4) imply that Q(u) = O(|lu — a|/**~1),
and hence, (3.5) holds for § > 3/2.

Another algorithm with similar local convergence properties near noncritical solutions is
the LP-Newton (LPN) method introduced in [16] and further studied in [15] (see also [33] for
an overview), with the iteration subproblem of the form

minimize 7y

subject to | (") + @' (u*)v|| < y[|®(u?)]?,
loll <A@ @b)],
(v, v) € RP x R.

(4.5)
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If the co-norm is used in (4.5), this is a linear programming problem, the reason for the name
of the method.

The first constraint in the LPN method subproblem (4.5) can be seen as (3.1) with
Q(-) = 0 and some w(-) that would satisfy (3.6) if the optimal value y(u) of the subproblem
with u* = u satisfies

(w) = O(|@(w)]| ™ lu — all) (4.6)

as u — U (recall (4.4)). Since according to Lemma 3.1 applied with Q(-) = 0 and w(-) = 0,
for every u € K 5(u; v) \ {u}, the basic NM step v(u) solving (3.2) with uF = u is uniquely
defined, and v(u) = O(||u — @l|), the pair (v, ) = (v(u), ||®(u)||"|lv(u)|) is feasible in the
LPN method subproblem (4.5). Hence,

(u) < 2w~ o(w]),

yielding the needed estimate (4.6). This again allows to apply Theorem 3.1 in order to obtain
the following version of [47, Corollary 2].

Corollary 4.2 Under the smoothness and 2-reqularity assumptions in Theorem 3.1, for every
E>0and d > 0, there exist ¢ = €(v) > 0 and § = 6(v) > 0 such that for any starting
point u® € K. 5(u; v), there exists a sequence {uF} C RP such that for each k, it holds
that uF*t = u¥ + % where the pair (vF, ypy1) with some yi41 solves (4.5), and for any
such sequence and for each k, it holds that u§ # ta, u¥ € Kag(ﬂ; ), {u*} converges to 1,

{||u¥ —@||} converges to zero monotonically, (3.7) holds as k — oo, and (3.8) holds as well.

Observe that unlike in Theorem 3.1 and Corollary 4.1, uniqueness of {u*} is not claimed
in Corollary 4.1, as the LPN method subproblem (4.5) may have nonunique solutions and,
hence, w(u¥) is in general not uniquely defined.

Some illustrations of the behavior described in Corollaries 4.1 and 4.2 can be found in
[47, Sections 3.1, 3.2]. In summary, in the presence of critical solutions, attraction to them
still occurs for these Newton-type methods from large sets of starting points, despite the
stabilizing mechanisms incorporated in these methods. And this attraction phenomenon
may be the reason for the lack of superlinear convergence, as it may not allow these methods
to enter a sufficiently small neighborhood of any noncritical solution, from where superlinear
convergence does occur.

5 Globalization and acceleration issues

Convergence of the local algorithms discussed above can be naturally globalized by means of
linesearch techniques for related merit functions fitting specific algorithms; see, e.g., [31], [32]
for the basic NM, [79], [80], [65], [18], [34] for the LM method (see also [33] for an overview
of these and other proposals), and [23] for the LPN method. Here we shall restrict ourselves
to the following prototype algorithm for the general pNM framework.

Algorithm 5.1 Choose u® € R?, € € (0, 1), # € (0, 1), and set k = 0.



1. If ®(u*) = 0, stop.
2. Compute v* € RP as a solution of (3.1).
3. Set a = 1. If the inequality
J@(u + avh)]| < (1 - ) [@(ub)] (5.1)

is satisfied, set ap = . Otherwise, replace a by O, check the inequality (5.1) again,
etc., until (5.1) becomes valid.

4. Set vkt = uF 4+ a0t
5. Increase k by 1 and go to Step 1.

Step 2 of Algorithm 5.1 may fail or produce a direction “of poor quality”. In order to
have a well-defined algorithm, one may need to supply it with safeguards related to specific
instances of the pNM framework. For instance, [31, Algorithm 3.1] suggests such remedies for
the basic NM, and develops the corresponding global convergence results for the safeguarded
algorithm. For the LM and LPN methods, we again address the reader to [33], and also to
[26, Remark 4.1], for discussions of specific globalized algorithms. That said, Theorem 5.1
below is concerned with local properties, and is stated for the prototype Algorithm 5.1.

At this point, and in connection with globalization issues, we briefly discuss a technique
for acceleration of convergence to critical solutions. The convergence pattern specified by
estimates (3.7)—(3.8) in Theorem 3.1, and some further detail on it for the basic NM in [40,
Theorem 2.1], serve as the basis for convergence acceleration developed in [38], [40], and later
studied in [74]. One of those techniques is the so-called extrapolation, the simplest variant
of which consists of generating an auxiliary sequence {@*} by doubling the (p)NM step: for
each k, set

bt = uf 4 0k, (5.2)

As demonstrated in [40, Theorem 4.1], for the basic NM, one may expect {@*} to converge
linearly with the asymptotic ratio of 1/4, instead of 1/2 for {u*}. Since (5.2) does not affect
the main iteration sequence {u*} in any way, this procedure can be easily combined with any
implementations of the algorithms discussed above, and it does not entail any computational
overhead except for one extra evaluation of ® per iteration, needed to assess the quality of
the obtained @*T!. More sophisticated variants of extrapolation “of higher depth” [38], [40],
further increase the convergence rate, yielding the asymptotic ratio 1/8, 1/16, etc.

There also exist some alternative acceleration techniques, such as overrelaxation [38], [40],
[74], and Anderson acceleration of fixed-point iterations, originating from [1]. A very recent
study related to the NM is [11]. To the best of our knowledge, globalization of convergence of
these algorithms, preserving their acceleration properties, remains an open question, as well
as their comparisons to each other.

Obviously, when combined with Algorithm 5.1, the issue of asymptotic acceptance of the
full step at Step 3 of this algorithm becomes crucial for a potential success of the extrapolation
technique, as the latter fully relies on the convergence pattern of the full-step pNM, and this
pattern needs to be preserved by the globalized algorithm. The issue in question is highly



nontrivial in cases of convergence to a singular solution, since unlike in the nonsingular case
(for the latter see, e.g., [56, Theorem 5.4]), any neighborhood of a solution may contain
points at which the NM step is well defined, but the full step is not accepted. Moreover,
for a given ¢ € ker ®'(u) \ {0}, such points may exist in K. 5(u; v) for any choices of ¢ > 0
and § > 0; this is demonstrated in [32, Examples 2, 3]. Nevertheless, the following result on
the wultimate acceptance of the full step was obtained in [26, Theorem 4.1]; it generalizes [32,
Proposition 3], both with respect to allowed perturbations of the basic NM and the relaxed
smoothness assumptions.

Theorem 5.1 Under the assumptions of Theorem 3.1, let the estimates (3.5) and (3.6) hold
with removed 11, i.e.,
Qu) = O([lur — wll) + O([lu — al?) (5:3)

and
w(u) = O(|lu—allllur — @ []) + O([lu — al|) (5.4)
foru e K. 5(u; ) as € — 0+.
Then, for every &> 0 and 8 > 0, there exist & = g(v) > 0 and § = §(v) > 0 such that
for any starting point u° € K. s(u; v), Algorithm 5.1 with ¢ € (0, 3/4) uniquely defines the
sequence {u*}, uF € Ka@(av v) for all k, and oy, = 1 holds for all k large enough.

According to [32, Theorem 1] and the discussion following it, for the basic NM in the
twice differentiable case, the set K. s(u; v) in Theorem 5.1 can be extended to a set that
is starlike with respect to @ and asymptotically dense at 4. As commented at the end of
Section 3, this extension is not possible under our current smoothness requirements, and for
pNM without too restrictive assumptions on the perturbation terms.

6 Constrained equations

An important direction of further extensions of the constructions and results in Sections 3-5
is concerned with constrained equations of the form

®(u)=0, weP, (6.1)

where P C RP is a given closed convex set. This is a very rich problem class with multiple ap-
plications, among which are various reformulations of complementarity systems; see Section 8.
Additional constraints can be exogenous by nature, e.g., when solutions of the unconstrained
equation make physical sense only if they satisfy these constraints, like nonnegativity restric-
tions on the components of u representing quantities. They can also be intrinsic ingredients
of the problem setting, like, e.g., in smooth constraint reformulations of complementarity
conditions; see Section 8.2 below. On the other hand, in some cases relevant constraints are
imposed artificially, in order to ensure strong local convergence properties of Newton-type
methods [16, 22], as well as for globalization of their convergence; see the discussion at the
end of Section 7, and Section 8.2.

A natural generalization of the basic NM to the constrained setting is the constrained
Gauss—Newton (GN) that instead of solving the linearized equation (3.2) (whose solution
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may result in an infeasible next iterate), computes the step v* by minimizing the (squared)
residual of the linearized equation (3.2) over P — u*, thus producing u**! = u* 4+ v* ¢ P.
Therefore, the subproblem of the method has the form

1
minimize §H<I>(uk) + @' (u*)v||?* subject to uF +v e P. (6.2)
The regularized version of the subproblem (6.2) has the form
1 1
minimize §||<I>(uk) + @' (uF)|? + ia(uk)Hsz subject to uf +v € P, (6.3)

with a function o : P — R, defining the values of the regularization parameter, as in (4.1).
The method with the subproblem (6.3) is the constrained Levenberg—-Marquardt method; see
[33] and references therein.
Finally, the version of the LPN method subproblem (4.5) can also incorporate the addi-
tional constraint: o
minimize v
subject to  [|®(u*) + @' (uM)v]| < ]| @ (M),
[o]| < ~l|@(uh)],
uF +ve P

(6.4)

In fact, the subpropblem of the LPN method was originally introduced in [16] precisely in
the form (6.4).

The contemporary local superlinear/quadratic convergence results for the constrained LM
and LPN methods under the local constrained Lipschitzian error bound condition

dist(u, ®1(0) N P) = O(||®(u)||) as u € P tends to 1, (6.5)

and related references, are discussed in [33]. Here, we are concerned with the case when (6.5)
need not to hold.

As demonstrated in [30, Section 3] (see also [26, Remark 3.2]), if the assumptions of
Theorem 3.1 are complemented with the additional requirement that v belongs to the interior
of the tangent cone to P at @, the iterates u* in that theorem can be additionally claimed to
stay feasible, i.e., to belong to P for all k. In other words, being initialized within K. ;(u; v)
with appropriate € > 0 and § > 0, minimizing the residual of the pNM subproblem (3.1) over
P — u* will produce exactly the same iterate u**! = u* 4 v* as solving (3.1) itself without
any additional constraints. The following result extends [30, Theorem 3.1] to the case of our
current smoothness requirements.

Theorem 6.1 Let & : RP — RP be differentiable near u € RP, and let the derivative of ®
be strongly semismooth at u. Let @ be a solution of (6.1), and assume that ® is 2-reqular at
@ in a direction v € ker ®'(u) Nint Tp(u). Moreover, let Q : RP — RP*P gnd w : RP — RP
possess the following properties: there exists § > 0 such that, along with (3.3), the estimates
(3.5) and (3.6) hold for uw € K. s(u; v) NP as e — 0+.

Then, for every &> 0 and 6 > 0, there exist e = e(v) > 0 and § = §(v) > 0 such that for
any starting point u° € K. s5(u; v), there exists the unique sequence {uk} C RP such that for
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each k it holds that uF*t! = uF + vF, where v* satisfies (3.1), and for this sequence and for
each k, it holds that ub # ta, u* € K. 5(u; v)NP, {uF} converges to u, {||u* —ul|} converges
to zero monotonically, (3.7) holds as k — oo, and (3.8) holds as well.

Theorem 6.1 readily covers the constrained GN method (by taking Q(-) = 0 and w(-) = 0),
and allows to obtain generalizations of Corollaries 4.1 and 4.2 for the constrained LM and
LPN methods respectively, employing the reasoning from Section 4. This development is
rather straightforward, and we skip the details for brevity.

We complete this section with a discussion of the case when the direction v is not in the
interior of the tangent cone to P at u. At any singular solution @ of the equation in (6.1), it
holds that ker ®' (@) # {0}, and the behavior of Newton type methods near @ is much defined
by the relative position of ker ®'(u) and Tp(u), with respect to each other.

One principal case is when @ + ker ®'(a) intersects P “transversally” at a, i.e.,

ker ®' (@) N Tp(u) = {0},

(the term “transversally” is used here in a somehow loose meaning, as the opposite to “tan-
gentially”). In this case, @ is necessarily an isolated solution of (6.1), and the local constrained
Lipshitzian error bound condition (6.5) is valid, now reducing to the form

|lu—ul| = O(]|®(u)|]) as u € P tends to u.

As discussed above, this implies local superlinear/quadratic convergence of the constrained
LM and LPN methods, in this case to u itself, but this is not the case of interest in this
survey.

Theorem 6.1 above deals with another extreme case when

ker &' (@) Nint Tp (1) # 0. (6.6)
The intermediate case when (6.6) may be violated, but
ker ®' (@) N Tp(u) # {0},

was partially addressed in [59], assuming that there exists © € ker ®'(2) N Tp(u) such that ®
is 2-regular at @ in the direction . As discussed in [3, p. 624], such ¥ may only exist when
the constrained error bound (6.5) is violated, actually no matter whether v € int Tp(u) or
not.

Clearly, in this intermediate case, one cannot expect the constrained Newton-type meth-
ods initialized within K. ;(u; v) with arbitrarily small ¢ > 0 and 6 > 0 to work as their
unconstrained versions. The idea adopted in [59] is to interpret, however, the constrained
GN method as an (unconstrained) pNM, with the appropriate estimates on the perturba-
tion terms, and to obtain the local convergence and rate of convergence result by applying
Theorem 3.1 to this instance of pNM. This is done in [59, Theorem 3.1] under twice differen-
tiability, and most importantly, under some additional requirements on P and v, including
the assumption that v is a feasible direction for P at @. With this result for the constrained
GN method at hand, the analysis is further extended in [59, Section 4] to the constrained LM
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and LPN methods. Moreover, [59, Example 3.1] demonstrates that without those additional
additional requirements on P and v, this line of analysis would not be possible, while [59,
Example 3.2] demonstrates the need to assume Lipschitz-continuity with respect to @ for the
second derivative of ®, even for simplest polyhedral P. (Actually, the mapping ® in this
example is the same as in [26, Example 3.1] that was cited above as an evidence for the need
of strong semismoothness of the derivative in Theorem 3.1.)

7 Piecewise smooth equations

Another important direction of extensions is the case when the mapping ® in (1.1) (or in
(6.1), though we do not consider this here) is not necessarily differentiable (even once) but
only piecewise smooth near a solution @ in question. By this we mean that ® is continuous
near u, and there exists a finite collection of smooth (say, continuously differentiable near u)
selection mappings ®', ..., ®* : RP — RP, such that

O(u) € {®(u), ..., D*(u)} VueRP.

According to [41, Theorem 2.1}, any mapping that is piecewise smooth near @ is Lipschitz-
continuous near #. For natural reformulations of complementarity systems that can be cast
as piecewise smooth equations, see Section 8.

For each u € RP, define the set

Alw)={je{1,..., s} | ®(u) = & (uv)} (7.1)

of indices of smooth selection mappings active at u. Then the set-valued mapping A(-) is
evidently outer semicontinuous, and in particular, A(u) C A(@) holds for any u € RP and all
u € R? close enough to .

Furthermore, according to [17, Lemma 4.6.1] we also have that ® is directionally differ-
entiable at ¥ in any direction v € R”, with the directional derivative

@' (u; v) € {(®7) (a) | j € A(w)} Vv e R (7.2)

“Piecewise Newton-type methods” is a general name for a class of algorithms with itera-
tion at a current u* € RP being the iteration of a corresponding Newton-type method for the
smooth equation

®I(u) =0 (7.3)

with some j € A(u¥). Taking s = 1 recovers the case when ® is continuously differentiable
near u. More generally, if A(u) is a singleton {7}, then by the outer semicontinuity of A(-),
any piecewise Newton-type method reduces locally to the the corresponding method for the
smooth equation (7.3) with j =7, and in this case, the results from preceding sections can be
readily extended to the piecewise smooth setting. However, if A(%) is not a singleton, index
j used in (7.3) may vary from one iteration to another, no matter how close the iterates are
to u, and a piecewise Newton-type method cannot be interpreted as a Newton-type method
for a single smooth equation.
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In particular, the piecewise NM, the piecewise LM method, and the piecewise LPN method
have the subproblems of the form (3.2), (4.1), and (4.5), respectively, but with ®’(u*) in these
subproblems replaced by (®7)/(u*) with some j € A(u").

For every u € R? and v € RP, we further define the index set

Au; v) = {j € A(u) | v € ker(®7)'(u)}.
The key observation in this analysis is the following

Lemma 7.1 Let ® : RP — RP be piecewise smooth near u € RP, with smooth selection
mappings ®', ..., ®° : RP — RP. Let @ be a solution of (1.1), and let v € RP be such that

' (u; v) = 0. (7.4)
Then there exist € > 0 and 6 > 0 such that
A(u) C A(u; v) Yu e K. 5(u; v).

In particular, if A(@; v) consist of a single index 7, then there exist € > 0 and § > 0 such
that A(u) = {7} for all u € K. 5(u; 0).

The local convergence result for the perturbed piecewise NM method is obtained by show-
ing, through Lemma 7.1, that this method fits the pNM framework of Theorem 3.1 applied
to the smooth equations (7.3) corresponding to an appropriate collection of active smooth
selections. The original version of this result in [25, Theorem 1] requires twice differentiability
of selection mappings.

We will be considering o € RP such that N = ker(®7) (1) is the same for all j € A(4, v),
and we will now use the decomposition of every u € RP into the sum u = u; + uo, with
u; € Nt and ug € N. The assumption that the null spaces of (®7)'(#) coincide for all
j € A(u, v) may seem restrictive, but in fact it is reasonable, in the following sense. Suppose
that for a given v, there exist ji, j2 € A(@, v) such that ker(®71)'(u) # ker(®72)'(u). This
means that there exists ¥ € RP such that it belongs, say, to the first of these null spaces
but not to the second. Then, for any real ¢ close enough to 0, it holds that v + tv €
ker(®71)! (), v + tv & ker(®72)’ (), while the evident outer semicontinuity of A(@, -) implies
that A(a, v+1tv) C A(a, v). Inclusion in (7.2) then implies that A(w, v+ tv) cannot contain
both indices j; and js simultaneously. Repeating this procedure with o replaced by v+ tv, we
eventually end up with o such that either A(4, v) is a singleton, or the null spaces of (®7)(u)
coincide for all j € A(u, v). Moreover, this © can be taken arbitrarily close to the original
one, and therefore, the 2-regularity properties in the original direction will be preserved for
this v, since 2-regularity is stable with respect to small perturbations of the direction.

Theorem 7.1 Let & : R? — RP be piecewise smooth near u € RP, with smooth selection
mappings ®1, ..., ®° : RP — RP. Let u be a solution of (1.1), and let v € RP \ {0} be such
that (7.4) holds, and for every j € A(u; v), the derivative of ® is strongly semismooth at 1,
ker(®7) (a) = N, where the linear subspace N does not depend on j, and ®I is 2-regular at

14



in the direction v. Moreover, let Q0 : RP — RP*P and w : RP — RP satisfy the estimates (3.3)
and (5.3)~(5.4) as u — u. Assume finally that G : RP — RP*P is a fized mapping satisfying

G(u) € {(89)(u) | j € A(u)} Vu e RP. (7.5)

Then, for every >0 and 6 > 0, there exist e = e(t) > 0 and § = §() > 0 such that for
any starting point u° € K. s(u; v), there exists the unique sequence {uF} C RP such that for
each k it holds that u¥*' = u¥ + v* where v* satisfies

®(u’) + (G(u*) + Qu"))(u — u*) = w(uh), (7.6)

and for this sequence and for each k, it holds that u§ # ug, u* € K. 5(u; v) N P, {uF}
converges to @, {||[u* — ||} converges to zero monotonically, (3.7) holds as k — oo, and (3.8)
holds as well.

Theorem 7.1 applied with (-) = 0 and w(-) = 0 covers the piecewise NM, and moreover,
employing the reasoning from Section 4, it also allows to obtain generalizations of Corollar-
ies 4.1 and 4.2 for the piecewise LM and LPN methods respectively.

As for asymptotic acceptance of the full step by the piecewise counterpart of Algo-
rithm 5.1, this was established in [25, Theorem 2] in the case of twice differentiability of
selection mappings. We now present this result as a generalization of Theorem 5.1. Yet
again, the key role is played by Lemma 7.1 allowing to show that the algorithm fits Theo-
rem 5.1 applied to proper active smooth selections.

Theorem 7.2 Under the assumptions of Theorem 7.1, for every € > 0 and 5> 0, there exist
e=2¢(0) >0 and § = §(v) > 0 such that for any starting point u® € K. s(u; v), Algorithm 5.1
with € € (0, 3/4), and with (3.1) on Step 2 replaced by (7.6), uniquely defines the sequence
{uF}, uF € Kag(ﬂ, v) for all k, and ax = 1 holds for all k large enough.

We now briefly comment on the possibility to adapt the piecewise Newton-type methods
of this section to the constrained setting (6.1), and we start with the following observation
highlighting the special role of additional constraints in the piecewise smooth setting. Even
though Theorem 7.2 is valid and characterizes an important local feature of a piecewise
version of Algorithm 5.1, the linesearch procedure in this algorithm actually does not make
much sense in the piecewise context without further assumptions, as the direction v* of, say,
the piecewise NM, does not need to be a direction of descent for ||®(-)|| at u*. However, the
situation changes under the additional restriction on the character of piecewise smoothness
that has already appeared before, e.g., in [23, (4.8)]. Specifically, this happens if P C R? is
chosen in such a way that

o)l < [®7 ()] Vje{l, ..., s}, VueP, (7.7)

and if the iterates of the method are forced to stay in such P. Indeed, if v* is the NM direction
for the equation (7.3) for some j € A(u*), and assuming that ||®7 (u¥)| = ||®(u¥)|| # 0, one
obtains in a standard way that v* is a direction of descent for ||®7(-)|| at u*, where this function
is differentiable with its gradient at u* equal to ((®7)’(u*))T ®7 (u¥)/||®7 (u¥)|. Assuming now
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that u* € P, and v* is a feasible direction for P at u* (which is of course not automatic, and
has to be ensured by appropriate modifications of Algorithm 5.1, like those employing the
constrained Newton-type methods in Section 6), from (7.7) we have that

12 (" + av®) | < 17 (u* + av®)|| < @7 (u)]| = @ (u")]

for all & > 0 small enough.

The local convergence results for the constrained piecewise Newton-type methods, in the
spirit of Theorem 6.1, can be obtained by using Lemma 3.1 and Theorems 3.1 and 7.1. See [25,
Section 3] for the details of this reasoning, and in particular, [25, Theorem 3]. One subtle point
is that the requirement v € int Tp(@) in Theorem 6.1 appears too restrictive for the choices
of P relevant in natural constrained piecewise smooth reformulations of complementarity
problems, in the absence of strict complementarity; see the next section for a discussion of
such reformulations. The trick proposed in [25, Section 3] to resolve this difficulty is to split
the constraints into two parts, with the interiority requirement on v assumed to hold only for
one part of constrains, while the other constraints are automatically satisfied by the iteration
of the piecewise NM itself.

8 Applications to complementarity problems
We shall restrict the following exposition to the nonlinear complementarity problem (NCP)
x>0, F(z)>0, (z,F(x))=0, (8.1)

with a smooth mapping F : R™ — R"™. The material can certainly be extended to more gen-
eral problem settings, like the mixed complementarity problem (MCP) [17, Definition 1.1.6],
[56, (1.3.7)], including the Karush-Kuhn-Tucker systems for optimization and variational
problems [17, Section 1.3.2], [56, (1.3.9)].

8.1 Unconstrained reformulation of complementarity

Employing a complementarity function 1 : R x R — R, i.e., any function satisfying 1 ~1(0) =
Ry x Ry [17, Definition 1.5.1], [56, Section 3.2.1], and setting v = x (and p = n), problem
(8.1) can be equivalently reformulated as the equation (1.1) with the mapping ® defined by

®(u) = ¢ (u, F(u)), (8.2)

where the complementarity function is applied componentwise. Different complementarity
functions lead to equations with different smoothness and regularity properties, and as a
consequence, to different methods for solving complementarity problems.

One immediate and widely used choice of a complementarity function is the so-called
natural residual function

¥ (a, b) = min{a, b}. (8.3)
With this choice, ® defined in (8.2) is piecewise smooth. Indeed, set s = 2", and fix any
one-to-one mapping j — I(j) from {1, ..., s} to the set of all different subsets of {1, ..., n}
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(including () and the entire {1, ..., n}). Then the corresponding smooth selection mappings
®J : R™ — R” have the components

5 L Us, ifiEI(j),
;(u) = { F;(u) otherwise,

Deciphering the assumptions of Theorem 7.1 for the specified piecewise smooth reformu-
lation of the NCP, and examples demonstrating the corresponding behavior of the piecewise
Newton-type methods from Section 7 for this reformulation, can be found in [25, Section 4.1].
In particular, for a given u € R", the set of indices of active selection mappings defined ac-
cording to (7.1) takes the form

Aw) =G € {1, ..., s} | 1(G) = J UL (u), J C I_(u)}, (5.4)
with
I>(’LL) = {16{1,,R}|UZ>FZ(U)},
I_(u) = {ie{l,...,n}]|u; = Fi(u)}, (8.5)
forming the natural partitioning of the index set {1, ..., n}. Hence, the requirement (7.5)

on the choice of a mapping G : R” — R™*" in Theorem 7.1 can be written for the rows G;(u)
of G(u) as follows:

f I_ i(u) = , . ’ =1,...
or some J C I_(u), G;(u) { F/(u) otherwise, i=1,...,n,
where e, ..., e is the canonical basis of R". We also mention that this analysis employs

[56, Proposition 3.21] deciphering condition (7.4) in this context.
We note that there also exist smooth complementarity functions, e.g.,

¥(a, b) = 2ab — (min{0, a + b})?,

originally introduced in [14]. See [66] and [64] for other examples of this kind. If F is
differentiable at u € R™, the corresponding mapping defined in (8.2) is differentiable at u as
well, and ®'(u) has the rows

@l (u) = 2u; F{(u) + 2F;(u)e’ — 2min{0, u; + F;(u)}(F/(u) +¢€'), i=1,...,n. (8.6)
Moreover, assuming that F” is strongly semismooth at @ (which is automatic if F' is twice
differentiable near @, and its second derivative is Lipschitz-continuous near @), from [56,

Proposition 1.75] it follows that ®’ is strongly semismooth at «.
At a solution @ = Z of the NCP (8.1), the index sets in (8.5) take the form

= {ie{l,...,n}|u; >0=F(a)},
{ie{lv"'7n}|ﬁi:OZFi( )}7
— {ie{l,....n)|w=0<F@),

]

A

—~

2 2 2

S— N N
I
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and (8.6) then yields
2u;Fl(u) ifie I (a),

Pi(u)=4 0 if i € I_(a), (8.7)
2F;(u)et ifi € I-(u).

Therefore, if the strict complementarity condition is violated at @, i.e., I_(a) # (), then
u is necessarily a singular solution of equation (1.1) with the specified ®. Moreover, this
is also true for any other choice of a smooth complementarity function, and hence, such
reformulations of the NCP serve as a natural source of applications of the results presented
in Sections 3-5.

We next discuss the assumptions of Theorem 3.1 in the current context, implying that
the conclusions of that theorem, of Corollaries 4.1 and 4.2, and of Theorem 5.1, are valid for
the considered smooth reformulation of the NCP. From (8.6) it can be readily derived that

for every v € RP and i € I_(a),

(@) (3 0) = 2(vi = min{0, v; + (Fj(u), )HEF (@)
+2(<Fi/(ﬂ)7 2)> - min{o? v; + <Fz,(7j)7 7))})61 '
= 2max{v;, —(F}(a), v)} F; (@) — 2min{v;, —(F} (@), v)}e".

Taking into account (8.7), we then conclude that our Key Assumption (2.1) of 2-regularity
of ® at 4 in some direction ¥ € ker ®'(u) automatically holds with any o € R™ such that

<Fi/(a)7 ﬁ> :()7 ’iEI>(Q_L), ’UZ':O? Z'GI<(Q_L),
meaning precisely that o € ker ®'(u), and the matrix with the rows

Fl(a), i € Is(u),

()

max {7, —(F!(a), 5)}F!(@) — min{s;, —(F/(a), 3)})e, i € I_(a),

)

€i, Z S I<(ﬁ),

is nonsingular, which is a sufficient condition for 2-regularity in the direction v. The latter
evidently implies that

Fl(u), i € I.(a), €' i€ I-(a), are linearly independent, (8.8)

and moreover, this sufficient condition for 2-regularity also becomes necessary under (8.8).
Condition (8.8) means that singularity of a solution @ is imposed in a natural way, i.e.,
solely by violation of strict complementarity. An exact characterization of 2-regularity for
the specified ®, not relying on (8.8), can be found in [74].

For examples demonstrating the behavior of the NM and the LM method from Section 7
near singular solutions of the considered smooth reformulation of the NCP, as well as for
some numerical testing, we address the reader to [26, Section 5], [63].
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8.2 Constrained reformulation of complementarity

Reasonable constrained reformulations of NCP (8.1) require introducing slack variable y €
R™, which leads to the MCP

F(z)—y=0, 2>0, y>0, (z,y) =0. (8.9)

Evidently, z is a solution of the NCP (8.1) if and only if (z, F|(z)) is a solution of the MCP
(8.9). With this in mind, setting u = (z, y) (and p = 2n), we reformulate the NCP (8.1) as
(6.1) with ® defined by
®(u) = (F(z) —y, ¥(z, y)) (8.10)
and with
P=R? xR, (8.11)

where 9 is a complementarity function.
With v taken according to (8.3), the mapping ® in (8.10) is piecewise smooth, with the
corresponding smooth selection mappings @’ : R" x R” — R" x R",

I (u) = (F(z) —y, W (), j=1,...,s, (8.12)

where the mappings ¥/ : R® x R® — R" have the components

W (u) == { ;’ ft;eivigg i=1,....m=1,...,s (8.13)
with I(j) defined as in Section 8.1.

One important observation is in order. Since for any complementarity function 1, the
equality ¥ (z, y) = 0 implies that x > 0 and y > 0, introducing the constraint v € P with
P defined in (8.11) in the reformulation in question may seem redundant, and it is indeed
unnecessary if only the equivalence of reformulations is of concern. However, say, for ¢ defined
according to (8.3), condition (7.7) is satisfied for the specified ® and P, and for the smooth
selections of ® defined in (8.12)—(8.13). At the same time, simple examples show that (7.7)
may not hold if one takes P = R™ x R", i.e., in the unconstrained case. The importance
of (7.7) for globalization of convergence was discussed in Section 7, and this observation
highlights one of the roles played by the constraints in the piecewise smooth reformulations
of complementarity.

For a given v € R™ x R", the set of indices of active selection mappings has the same
form (8.4) as above, but now with

I.(w) = {ie{l,...,n}|x >y},
I_(w) = {ie{l,...,n}|x =y}, (8.14)
I<(u) = {iE{l, an} ’x2<yz}

Hence, a mapping G : R” x R" — R?"*2" gatisfying (7.5) is defined by
[ Fl(z) -I
6= 1100) oy ) (3.15)
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where the rows of T : R x R® — R"*™ and I'2 : R” x R™ — R™*™ are such that

for some J C I-(u),

rl(u):{ el ifie JUI(u), Fg(u):{ 0 ifieJUlc(u), (8.16)

. ; . 1=1,...,n.
0 otherwise, e’ otherwise, T

Further deciphering the assumptions of [25, Theorem 3] in the current context, as well
as applications of that theorem combined with the results for the unconstrained case to the
constrained piecewise Newton-type methods, are discussed in [25, Section 4.2].

Observe finally that the MCP (8.9) can be equivalently reformulated as the constrained
equation (6.1) with P defined in (8.11) without making use of any complementarity function
at all, e.g., by taking

O(u) = (F(z) —y, woy), (8.17)

where z oy = (2191, ..., ZnYn) is the Hadamard product of two vectors. Evidently, the
constraint u € P is essential for such reformulation to be equivalent to the MCP (8.9).

At a solution z of the NCP (8.1), and for u = (z, F(Z)), the index sets in (8.14) take the
form

I = I(a) = {ie{l,....,n} |3 >0=F@),
L = I(a) = {ie{l,....,n} |3 =0=F(),
I. = I.(a) = {ie{l,....n} |5 =0<F(z)}

From (8.17) it follows that

_ F'(z) -7

/ —

(@) = ( diag F(z) diagz ) ’
and hence,

OFy.
ker ®'(u) = ¢ v = (&, 1) Oxr ur_

_ OF_ur
= O =<
($)§I> UI: ) axl> UI:

§r. =0, n, =0

()& v = Ni_ur., . (8.18)

This evidently implies that @ is a singular solution of the equation in (6.1) if and only if
I_#0,0r Is # 0 and OF,

8:L’I> ~
As demonstrated in [30, Section 4.2], for any v = (&, 7) € ker ®'(u), 2-regularity of ® at
@ in the direction ¥ means that there exists no nonzero v = (&, ) € ker ®’(a) satisfying

(Z) is a singular matrix.

O*Fy.,

s (@)[€rur, §rur] € im &(@, (8.19)
axl>ulz

8$I>UI:
nr_o&r_ +&_onr =0.
By (8.18), this is further equivalent to saying that there exists no & # 0 satisfying
O,

Orr vl (@)eror =0, & =0,
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and such that (8.19) holds, and
OFr_

8$I>UI:

oFr_
L (@)eor =0

(Z)erur_ 08 + & o 0rr. ur_

We address the reader to [30, Section 4.2] and [59, Section 5] for further interpretations
of Theorem 6.1 and the results in [59, Theorem 3.1, Corolaries 4.1, 4.2] for the constrained
GN, the constrained LM, and the LPN methods applied to (6.1) with ® and P defined in
(8.17) and (8.11), respectively, and for illustrative examples.

9 Critical Lagrange multipliers

The notion of a critical solution of a nonlinear equation originates from the concept of a

critical Lagrange multiplier in equality-constrained optimization, first introduced in [42], and

further developed in [53]. Here, we discuss the relations between the two concepts and the

impact of critical multipliers on the performance of algorithms only briefly, addressing the

reader to the expositions of these and other related issues in [57], [58], and [56, Section 7.1].
Consider the equality-constrained optimization problem

minimize f(x) subject to h(x) =0, (9.1)

where the objective function f : R™ — R and the constraint mapping h : R” — R! are twice
differentiable.

Stationary points and associated Lagrange multipliers of problem (9.1) are characterized
by the Lagrange optimality system

gi(aﬁ, A) =0, h(z)=0, (9.2)

with respect to (z, A) € R” x R!, where L : R® x R! — R is the Lagrangian of problem (9.1),
defined as
L(z, A) = f(z) + (A, h(z)).

Classical theory says that if Z is a local solution of problem (9.1), and the constraints
regularity condition

rank b/ (z) =1 (9.3)
holds, then Z is a stationary point of problem (9.1), i.e., that the set
oL
A@)=3XeR | =(7, \) =
@={rer | Gr@ n =0}

of Lagrange multipliers associated to T is nonempty. Moreover, for every stationary point
z, condition (9.3) is equivalent to saying that A(Z) is a singleton. In particular, if (9.3) is
violated at a stationary point &, then A(Z) is an affine manifold of a positive dimension,
necessarily leading to nonisolated solutions of the system (9.2).

The Newton-Lagrange method (NLM) is the Newton method applied to the Lagrange
system (9.2): for a current primal-dual iterate (z¥, \¥) € R"™ x R!, the next iterate is
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(zF+1 NP = (2% €k AP k), with a primal-dual displacement (&%, n*) defined by the
linear system

62L k k 1 kT oL k k

@(JE s AD)E+ (W (27)) 77:—%@ A%, (9.4)

B (zF)¢ = —h(xF).

Guarantees of local superlinear convergence of the NLM method to a solution (z, \)
of the Lagrange system (9.2) include at least the constraints regularity condition (9.3), this
condition being necessary for the the Jacobian of the system (9.2) at (Z, A) to be nonsingular;
see [56, Theorem 4.3]. The cases when (9.3) is not expected to hold can be tackled by the
LM or the LPN methods, but there also exist special dual stabilization techniques, employing
the primal-dual structure of (9.2). Among such algorithms, a prominent one is the stabilized
NLM (originating from [78]; see also [58, Section 4] and [56, Section 7.2.2], and extensive
bibliography therein). The stabilized NLM has the iteration linear system

2
ok, W+ (W) T = — o (b, ), 95
W (a*)€ — oxgn = —h(z"),

where o, > 0 is the dual stabilization parameter. If this parameter equals 0, the stabilized
NLM iteration system (9.5) coincides with the NLM iteration system (9.4). The point is that
managing appropriately positive values of o entails a stabilizing effect for the dual iterates.
In [20], the stabilized NLM method was shown to converge locally superlinearly when the dual
starting point is close enough to A € A(Z) such that the second-order sufficient optimality
condition (SOSC)

2
<‘;x§(z, NE, 5> >0 V¢ekerh(z))\ {0} (9-6)

is satisfied, even if the constraints regularity condition (9.3) is violated. Somewhat surpris-
ingly, the same local convergence properties were established in [21] for the classical Aug-
mented Lagrangian method (method of multipliers) [9], assuming an appropriate control of
the penalty parameter.

At this point we recall that a Lagrange multiplier A associated to a stationary Z of the
problem (9.1) is called critical if there exists & € ker h'(Z) \ {0} such that

d’L
Ox2
and noncritical otherwise. In other words, A is critical if the corresponding reduced Hessian

of the Lagrangian is singular, where the reduced Hessian is understood as the symmetric
matrix H(z, A) of the quadratic form

(z, Mg € im(h'(z)) ",

§ <62L(i, M, §> : ker b (Z) — R.

2

It then becomes evident that the multiplier ) is necessarily noncritical if it satisfies the SOSC
(9.6), and moreover, noncriticality is equivalent to SOSC if the condition

2
<8 L(a_:, NE, £> >0 VEekerh/(z)\ {0}

9z
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holds with this . However, in general, a multiplier can be noncritical when it violates
SOSC (9.6), and moreover, the subset of critical multipliers A € A(z) is characterized by the
algebraic equation det H(z, \) = 0, and hence, it is typically thin within A(Z).

Local superlinear convergence of the stabilized NLM with the SOSC (9.6) replaced by
a weaker assumption that A € A(Z) is noncritical was established in [55], while for the
augmented Lagrangian method, such result was derived in [46]. Along with that, the behavior
of various methods near critical multipliers was also actively studied in the literature; see [53],
[52], [43], [54], [60], [61], [62], [47], [44], and an overview in [57]. The overall understanding
emerging from these works is that methods supplied with stabilization mechanisms may still
be attracted to critical multipliers from large domains of starting points, and this is the reason
for the lack of superlinear rate of convergence. A technique of generating and employing
special dual iterates (instead of those naturally computed by methods in question), and
allowing to reduce the negative effect of attraction was proposed in [28].

In order to place these developments in the perspective of the current survey, we now
discuss the relations between criticality of a multiplier A € A(zZ) and of the related solution
(z, \) of the Lagrange system (9.2) that can be written as the equation (1.1) if we set
u=(z, \) (and p =n+1), and define ® as

L
B = (Gl . 1)) (0.7
The following result was obtained in [48, Proposition 2].

Proposition 9.1 Let f : R® — R and h : R" — R be twice differentiable at & € R™. Let
T be a stationary point of the optimization problem (9.1), and let X\ € R be an associated
Lagrange multiplier.

If X is a noncritical Lagrange multiplier, then @ = (T, \) is a noncritical solution of the
equation (1.1) with ® defined in (9.7).

Moreover, if T is an isolated stationary point, then 4 = (%, \) is a critical solution of
(1.1) if and only if X\ is a critical Lagrange multiplier.

The next question to be addressed is the fulfilment of Key Assumption (2.1) of this paper,
stated in Section 2. In order to do this, define a linear subspace

2
Q(z, \) = {5 € ker 1 (z) 2712’@, Né e im(h (z)" } : (9.8)

Criticality of a multiplier A € A(Z) means that this linear subspace is nontrivial, and
dim Q(z, ) is refereed to as the order of criticality. The next result is [48, Proposition 4].

Proposition 9.2 Let f : R®” — R and h : R® — R be three times differentiable at & € R™.
Let T be a stationary point of the optimization problem (9.1), and let X € R! be an associated
Lagrange multiplier. Let Q(Z, \) be spanned by some ¢ € R™\ {0}, i.e., \ is a critical
multiplier of order 1.
If rank h/(Z) = | — 1, then ker ®' (@) contains elements of the form v = (&,n) with some
n € R!, and ® is 2-reqular at @ in every such direction if and only if h"(Z)[€, €] € im W (Z).
If rank b/ (Z) < 1—2, then ® cannot be 2-reqular at @ in any direction v € ker ®'(a).
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We conclude this discussion by mentioning that the case when A is critical of order higher
than 1 opens wide possibilities for Key Assumption (2.1) to hold, and hence, for the results
based on it, surveyed in this paper, to be valid.

The concept of a critical multiplier and related results extend (at least partially) in var-
ious directions, one of them being optimization and variational problems with inequality
constraints; see [52], [55], and [56, Definitions 1.41, 7.8]. In [19], conditions for primal super-
linear convergence of the variants of sequential quadratic programming methods to noncritical
multipliers were investigated, while techniques for improving the performance of Newton-type
methods in the presence of critical multipliers were addressed in [49], [29]. Further extensions
are concerned with reducing the smoothness assumptions [45], and with recent development
and applications of this concept to extended optimization problems, including semidefinite
and second-order cone problems, composite optimization problems, etc.; see [68], [71], [13],
[72], [81], [76], [8].

10 Open questions

We conclude with stating some issues that require further investigation:

e The two phenomena being observed for critical solutions, namely, the attraction of
iterative sequences generated by Newton-type methods, and special stability properties
of such solutions subject to perturbations, have been studied so far somehow separately.
Establishing more clear relations between them would be of interest, and might provide
some further insight into the nature of criticality. For instance, one might expect that
the attraction phenomenon to critical solutions can be somehow explained by their
special stability properties. One reason for this point of view is that the Newtonian
subproblems can be naturally considered as some kind of perturbations of the problem
being solved. This line of analysis has not been pursued, up to now.

e Detailed numerical comparison of (globalized) methods fitting the pNM framework (LM,
LPN, primal-dual methods for optimization and variational problems) for equations
with singular solutions, under various smoothness assumptions.

e When convergence is to a critical solution, the progress in the distance to the solution is
not necessarily properly reflected by the decrease of the residual of the equation. There-
fore, “catching” (or recognizing) the effect of acceleration techniques by the residual
remains an issue.

e Globalization of convergence for methods with overrelaxation and Anderson accelera-
tion, preserving their accelerating properties. Comparison of the resulting algorithms.

e For optimizations problems, globalization of convergence of methods with the modifi-
cation of dual iterates proposed in [28]; its use with methods other than sSQP. Possible
development of similar techniques for avoiding convergence to critical solutions for equa-
tions that are not related to optimization.

24



e Further insights into criticality of solutions and its roles under the reduced smoothness
assumptions (piecewise smoothness, general semismoothness).

e Full understanding of critical solutions of constrained equations, without the interiority
assumption, at least for polyhedral constraints.
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