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Software has become a ubiquitous part of modern society—e.g., the applications we use to com-
municate with each other, process banking transactions, operate medical systems, facilitate infras-
tructure, and more. Our reliance on these computerized systems in our everyday lives means that
we as a society and as individuals can face large consequences when the software running these
systems do not behave as intended.

My research aims to build tools that assist software developers—both amateur and professional—
in creating software the behaves as intended.

My research starts from the principle that developing frameworks (general purpose solu-
tions) is better than building one-off tools for a specific task. While program verification—
proving that a program behaves as intended—and synthesis—generating a program that behaves
as intended—are foundational problems in computer science that have been long studied ([7, 18]).
The vast majority of methodologies and solutions proposed ([11, 16, 19, 22, 23, 26]) are one-off
solutions that are tied to a specific language and specification type (e.g., safety of C programs).
My work aims to address this limitation by building general purpose verification and synthesis
techniques on top of language frameworks—frameworks that are capable of expressing verification
and synthesis problems across a large class of languages and specification types (e.g., the K [3] and
Semantics-Guided Synthesis [14] frameworks).

My work in this area can be broadly classified into three interconnected pieces: (i) development
of language frameworks and general purpose verification and synthesis techniques, (ii) generalizing
domain specific techniques to language frameworks, and (iii) co-development of logic solvers to
enable and improve reasoning about language frameworks.

1 Development of Synthesis and Verification Frameworks

While frameworks have been applied successfully to many problems in computer science, they have
only recently seen use within program synthesis and verification (e.g., [3, 14, 30, 26]). This is
in part due to the complexity of these problems. Developing a general-purpose framework for
program verification and synthesis requires a unified representation across different programming
languages, specifications, and paradigms (i.e., imperative, functional, and declarative languages).
While there are many programming languages with a large variety of syntactic structures each with
their own semantics, a natural lingua-franca is first-order logic (with fixed-points e.g., constrained
horn clauses (CHCs))—i.e., the semantics of any program can naturally be encoded in first-order
logic with fixed-points used to capture recursive behaviors. In fact, this is what many techniques
for program verification (e.g., [10]) and synthesis (e.g., [1]) already do, except often on an ad-hoc
program-by-program basis as opposed to at the language level via a framework.

The development of these frameworks is attractive as they allow representing verification and
synthesis problems from a very general class of languages; however, there are 2 main problems to
overcome to make their use feasible. First, one must represent their desired language within the
framework, which requires a formal semantics for the language be available. While it has long been
considered difficult to develop a formal semantics for a programming language, recent advances have
made it easier and companies (e.g., Runtime Verification: https://runtimeverification.com/)
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even offer their services in developing such semantics. Finally, the generality of the framework is
a double-edged sword: while it lets one uniformly represent and solve problems in a domain and
solver agnostic way, general purpose solvers must deal with the generality (often at the cost of
scalability).

To date, two language-agnostic frameworks have been proposed for program verification and
synthesis: The K framework [3] and—the one I have been involved in developing—the Semantics-
Guided Synthesis framework [5]. Both frameworks share similarities—they allow a user to define
a language in their framework by defining its syntax and a semantics that is inductively defined
over its syntactic constructs. The key difference between the two is their focus. The K framework
is focused on providing language tooling (e.g., compiler, interpreter, and type checker), while the
Semantics-Guided Synthesis (SemGuS) framework is focused on representing synthesis problems
in a solver and domain-agnostic way to facilitate the development of general-purpose synthesis
techniques.

In the paper “Synthesizing Formal Semantics from Executable Interpreters” [17], my co-authors
and I aim to reduce the burden of a user by developing a technique to automatically synthesize
a SemGuS compatible formal semantics from an executable interpreter for a given language.
We employ a counter-example guided inductive synthesis procedure that reduces the problem of
synthesizing the semantics of an entire language to synthesizing first-order constraints that capture
the semantics of each individual semantic construct (i.e., production of the grammar)—reducing
the monolithic semantics synthesis problem to a series of simpler synthesis problems that can be
solved via a syntax-guided synthesis (SyGuS) solver (e.g., CVC5).

My work “Verifying solutions to Semantics-Guided Synthesis Problems” ([27]) builds upon the
SemGuS framework and develops the logical underpinnings of reasoning about SemGuS
problems with logical specifications. Previously, SemGuS solvers were limited to SemGuS
problems whose specifications consisted of a (finite) set of input-output examples. In contrast, my
work has enabled the development of a SemGuS solver that (for the first time) was capable of
solving SemGuS problems with arbitrary (quantified) logical specifications. More concretely, my
work offers a complete reduction from SemGuS verification problems to µCLP validity (a first-
order fixed-point logic with least and greatest fixed-point operators [31]). Finally, my work uses
the connection between SemGuS verification and µCLP to develop the SemGuSµ framework (an
extension of SemGuS) that is capable of representing both functional and reactive (e.g., controller)
synthesis problems—two classes of synthesis problems that have long been considered disjoint.

2 Generalizing Domain Specific Techniques

While general-purpose frameworks allow one to develop techniques that work for any problem
instance, general purpose techniques may scale significantly worse than corresponding domain-
specific (e.g., language/specification aware) techniques. Thus, my work also aims to identify sub-
classes of problem instances in which specialized techniques (possibly inspired by domain specific
techniques) may be applied.

For example, in “Verifying solutions to Semantics-Guided Synthesis Problems” ([27]), I identify
two sub-classes of problems in which verification can be respectively reduced to a single verification
condition expressed in the satisfiability modulo theories (SMT) or CHC fragment of first-order
logic—for which more scalable solvers exist (in comparison to µCLP). In addition, I embedded the
developed SemGuS verifier into an enumerative synthesis algorithm to develop the first SemGuS
synthesizer capable of solving SemGuS problems with logical specifications.
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3 Co-development of Logic Solvers

As noted previously, first-order logic is a natural lingua-franca for expressing programs regardless
of language or paradigm. As such, it is natural to expect techniques for reasoning about programs
to require the use of logic/constraint-based solvers. In fact, even language and specification aware
techniques for verification and synthesis typically require multiple calls to logic solvers (e.g., [2,
10, 25]). Thus, a natural way to improve and/or enable the development of such techniques is by
improving the logic solvers that underly the verification and synthesis techniques. For
example, improvements to SAT solvers in the early 2000’s allowed for the development of many
hardware model checking techniques [4]. Similarly, the development of SMT and CHC solvers
enabled the development of many program verification, synthesis, and analysis techniques [6, 9].
And most recently, µCLP has emerged as a first-order fixed-point logic that is capable of uniformly
expressing a large class of program verification problems [31].

My work on logic solvers has primarily focused on developing techniques that naturally
support the construction of proofs that can be inspected and used in higher-level tasks (e.g.,
program verification and synthesis). My work in “Linear Arithmetic Satisfiability Via Fine-Grained
Strategy Improvement” ([28]) develops a decision procedure for quantified linear arithmetic satis-
fiability (and more generally for decidable theories of a specific form). My technique takes a game
theoretic approach to satisfiability and produces a winning strategy (i.e., a certificate/proof) that
either proves the formula is satisfiable or unsatisfiable. In “Relational Verification via Weak Simu-
lation” ([29]), I show how a winning strategy to an LIA satisfiability game can be used to handle
complications arising from angelic non-determinism. Furthermore, in my recent work “Strategy
Synthesis for Validity of the µCLP Calculus” (work in progress), I similarly take a game theoretic
view to develop a semi-decision procedure for proving the validity of a µCLP query by synthesizing
a winning strategy that proves the µCLP formula valid (or invalid), which allows one to use the
extracted proof in higher-level tasks (e.g., using the extracted proof to generate counter-examples
when a verification condition (represented in µCLP) is violated).

4 Future Directions

My current and future research is focused on co-developing logic solvers and general purpose frame-
works for program synthesis and verification. As part of this research direction, last spring I sub-
mitted (with Loris D’Antoni) an NSF small grant proposal to develop the logical foundations of
verification and synthesis for the Semantics-Guided Synthesis framework, which while not funded
received competitive scores. My recent and current work (described above) addresses the problem
of developing a logical foundation to reason about SemGuSµ problems.

Software development has flourished in modern society, and software developers write code
in an ever increasing number of programming languages—for which domain specific tech-
niques/tools may not apply. My research directly addresses the lack of domain-specific tools for
new or under-resourced languages by offering language-agnostic verification and synthesis tech-
niques that work for any language—whether the software developer is developing a safety-critical
application in a new C-like language or writing a reactive controller in some domain specific lan-
guage that must satisfy a complex hyperproperty. While the developer would need to provide a
formal semantics of the language, my work on automatically synthesizing formal semantics from an
executable interpreter reduces the burden placed on the developer and need only be done once per
language. Additionally, I plan to develop an ecosystem for the verification and synthesis framework
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that provides the user with semantics of common languages.
Furthermore, my research on language-agnostic verification and synthesis has opened up new

opportunities to explore cross-language reasoning—e.g., equivalence of programs in different lan-
guages [15], verification of programs that use linked libraries [32], and proving equivalence of spec-
ifications in different specification languages [13]. Specifically, my work on program verification
and synthesis frameworks allows one to reason about programs written in more than one program-
ming language by providing the semantics of all languages involved—effectively creating a program
verifier/synthesizer for the combination of languages.

Cross-language program equivalence. When programming, a common task is transpiling
code from one language to a user (e.g., by using stack overflow or more recently large language
models like chat-gpt) [33]. The translation task from one language to another can be error prone
(even for automated techniques) [33]. Work on automatically transpiling code has either focused on
(i) soundly translating code from one specific language to another [20] or (ii) on unsound methods
which have typically used machine learning/large language models [33]. My work offers the ability
to either (i) automatically verify that the transpiled program is equivalent to the original program
or (ii) synthesize a correctly transpiled program (assuming one is willing to encode both the source
and target languages within a verification/synthesis framework).

Verifying programs with linked code. Similarly, a common practice in software development
is the use of linked code from different languages (e.g., a python program that includes library code
that was written in C) [24]. Existing approaches to address this problem have typically required a
kind of rely-guarantee style reasoning of the program and library code [21]—i.e., by requiring the
user to provide a specification at the boundary of the two languages—or via compilation to some
intermediate language [8]. In contrast, my research enables reasoning at the source level of both
languages without the user needing to provide a specification at the language boundaries (e.g., of
the library code).

Equivalence of specifications. Finally, in large scale proof and verification efforts it is common
to use multiple tools/proof systems to reason about the proof/program, which can often require
translating a specification from one specification language to another at the “boundaries” of the
proofs—e.g., as done in IronFleet which uses both TLA+ and Dafny to prove correct a distributed
system [12]. The translation of the specification at the boundaries of the proof efforts are typically
done by hand (by an expert) and trusted. My work enables proving that the specifications at
the boundaries of the proof effort (written in two separate specification languages) are equivalent
(and thus that the proof of both parts can be soundly combined)—i.e., specification languages like
programming languages can be defined by their syntax and semantics and formally reasoned about.
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