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Abstract. Denial of Service (DoS) vulnerabilities are one of the ma-
jor concerns in today’s internet. Client-puzzles offer a good mechanism
to defend servers against DoS attacks. In this paper, we introduce the
notion of hidden puzzle difficulty, where the attacker cannot determine
the difficulty of the puzzle without expending a minimal amount of com-
putational resource. We propose three concrete puzzles that satisfy this
requirement. Using game theory, we show that a defense mechanism is
more effective when it uses a hidden difficulty puzzle. Based on the con-
cept of Nash equilibrium, we develop suitable defense mechanisms that
are better than the existing ones.
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1 Introduction

Denial of Service (DoS) vulnerabilities are one of the major concerns in today’s
internet. The aim of a DoS attack is to make a network service unavailable
to its legitimate users. A denial of service attack may either be a brute force
attack, where the attacker generates spurious network traffic to exhaust server
resources or a semantic attack, where the attacker exploits the vulnerabilities of
the protocol used [15].

Proofs of work or client-puzzles offer a good mechanism for a server to counter-
balance computational expenditure when subjected to a denial of service attack.
On receiving a request, the server generates a puzzle of appropriate difficulty
and sends it to the client. When a response is received, the server verifies the
solution and provides the requested service only if the solution is correct. This
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approach was first proposed by Dwork and Naor [4] to control junk mails. Over
the years, lot of research has gone into this area and different client-puzzles have
been proposed [13,8,2,18,19,6,16,20,17].

A challenge in the client-puzzle approach is deciding on the difficulty of the
puzzle to be sent. One approach suggested by Feng et al. [6] is to adjust the puz-
zle difficulty proportional to the current load on the server. Juels and Brainard
[8] suggested that the difficulty of the puzzle be scaled uniformly for all clients ac-
cording to the severity of the attack on the server. In both these approaches, the
quality of service to legitimate users is not considered. Alternatively, the server
can generate puzzles of varying difficulties based on a probability distribution.
Such an approach based on game theory can be seen in [3,5].

Though there have been several works that formally analyze denial of ser-
vice attacks using game theory [3,11,5,9,10,14,1], only a few of them analyze
the client-puzzle approach [3,5,10]. Bencsath et al. [3] modeled the client-puzzle
approach as a single-shot strategic game and identified the server’s optimal
strategy. Fallah [5], on the other hand, used an infinitely repeated game to
come up with puzzle-based defense mechanisms. He also proposed extensions to
tackle distributed attacks. Recently, Jun-Jie [10] applied game theory to puzzle
auctions.

Game theoretic defense mechanisms against DoS attacks focus on fine tuning
the parameters of the system in such a way that the server is not overloaded by
the attacker. Our work builds on the game theoretic model and defense mecha-
nisms proposed by Fallah.

Our Contribution. In addition to the basic properties of a good puzzle [15],
we introduce the following requirement: the difficulty of the puzzle should not
be determined by the attacker without expending a minimal amount of compu-
tational effort. We propose three concrete puzzles that satisfy this requirement.
Using game theory, we show that defense mechanisms are more effective when
the puzzle difficulty is hidden from the attacker.

The rest of the paper is organized as follows: Section 2 contains an example of
a hidden difficulty puzzle (HDP). In Section 3, we show using game theory that a
defense mechanism is more effective when it uses HDPs. In Section 4, we develop
defense mechanisms based on Nash equilibrium. New puzzles are described in
Section 5 and we conclude the paper in Section 6.

2 Hidden Difficulty Puzzle (HDP)

The difficulty of a client puzzle is said to be hidden if it cannot be determined by
an attacker without expending a minimal amount of computational effort. We
first introduce a modified version of the hash-reversal puzzle [8], which satisfies
this requirement. The puzzle generation and verification are detailed in Fig. 1.

A preimageX is generated by hashing a server secret S, a server nonce Ns and
a session parameter M together. The server nonce is used to check whether the
puzzle is recent and the session parameter allows the server to be stateless [15].
The preimage is again hashed to obtain Y and some of the first k bits of X are
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Client Defender

Request−−−−−→ X = H(S,Ns,M)

Y = H(X)

(X ′, Y ), Ns←−−−−−−−− X ′ = X ⊕ (I1, I2, ..., Ik−1, 1, 0k+1, ..., 0n)

Find rp such that rp,Ns−−−−−→ X = H(S,Ns,M)

H(rp) = Y H(rp)
?
= H(X)

Fig. 1. Hidden Difficulty Puzzle 1. Here, H is a cryptographic hash function and
I is a binary number chosen uniformly at random.

randomly inverted. Let X ′ be the resultant binary string. The puzzle consisting
of X ′ and Y is sent to the client along with the server nonce.

Note that k determines the difficulty of the puzzle and is unknown to the
client. In order to solve the puzzle he would have to carry out an exhaustive
search and arrive at the solution after testing up to 2k possible preimages. The
solution to the puzzle along with the received nonce is sent back to the defender.
The defender recomputes the preimage X and verifies the solution.

Here, puzzle generation takes 2 hash computations, while the verification takes
3 hash computations. Further, the client needs to compute an average of (2k+1)

2
hashes to solve the puzzle.

Assume the defender uses two instances of the described hidden difficulty
puzzle, P1 and P2 with difficulty levels k1 and k2 respectively. On receiving
a puzzle, the attacker does not know whether it is P1 or P2. Any solution to
P1 would have the kth

1 bit inverted, while any solution to P2 will have the kth
2

bit inverted. Clearly, the solution spaces of the two puzzles do not overlap. To
solve the puzzle, the attacker could first test possible preimages for one of the
puzzles and if it is not solved, test preimages for the other. He could also try
out preimages for both puzzles simultaneously. In any case, the attacker would
know the puzzle difficulty only after putting in the effort required to solve one of
the puzzles. Clearly, the attacker cannot determine the puzzle difficulty without
minimal resource expenditure.

3 Game Theoretic Analysis of HDP

We shall now see how a hidden difficulty puzzle can make a defense mechanism
more effective. We assume the network consists of a server, a set of legitimate
clients/users and an attacker. The attacker seeks to mount a denial of service
attack on the client-server protocol by overloading the computational resources
of the server. The client-puzzle approach is used as a defense mechanism against
the attack. The interaction between the attacker and the defender during a denial
of service attack is viewed as a two-player game. We use the same notations as
in [5] to model the game.
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Rational Attacker. Our primary assumption is that the attacker is rational.
The objective of the attacker is to maximize the resource expenditure of the
defender with minimum computational effort. This is reasonable from the point
of view of the proof of work paradigm, where a rational attacker is the strongest
attacker. On the other hand, if the attacker is not rational and takes non-optimal
decisions, it would be in the interest of the defender.

3.1 Model

Consider a game between an attacker and a defender. We categorize the puzzles
used by the defender as either easy or difficult. A puzzle is easy if the time taken
to solve it is lesser than the time taken by the defender to provide the requested
service and is difficult if the time taken to solve the puzzle is greater than the
service time. Assume that the defender uses an easy puzzle P1 and a difficult
puzzle P2 to defend himself. (We later show in Section 4.1 that two puzzles are
sufficient for an effective defense mechanism.)

Let T be a reference time period. Let αm be the fraction of the time T that
the defender spends in providing the service, αPP be the fraction of T he takes
to produce a puzzle and αV P be the fraction of T he takes to verify it. Let αSP1

be the fraction of T that the attacker is expected to spend to solve P1 and let
αSP2 be the fraction of T to solve P2. As mentioned earlier, the defender chooses
the puzzles P1 and P2 such that αSP1 < αm < αSP2 .

Attacker Actions. On receiving a puzzle, the attacker may choose from one
among the following actions: (i) correctly answer the puzzle (CA), (ii) randomly
answer the puzzle (RA) and (iii) try to answer the puzzle, but give up if it is too
hard (TA). In the case of TA, the attacker gives a correct answer if the puzzle is
solved and a random answer if he gives up. Note that TA is relevant only when
the puzzle difficulty is hidden. If the attacker knows the difficulty of the puzzle
on receiving it, he can immediately decide on whether to answer it correctly or
randomly.

Attacker Payoff. Let u2 denote the payoff of the attacker. Attacker’s action is
profitable if the defender expends computational resource, else it is a loss when
he himself incurs an expenditure. Let Pi, i = 1, 2, be the puzzle received by the
attacker. If he chooses CA, he incurs a cost αSPi in solving the puzzle, while the
defender expends resources in generating and verifying the puzzle and providing
the requested service. His payoff is therefore

u2(Pi;CA) = αPP + αV P + αm − αSPi .

If the attacker chooses RA, the attacker incurs no cost, while the defender incurs
a cost in generating and verifying the puzzle.

u2(Pi;RA) = αPP + αV P .

If the attacker’s response is TA, his payoff depends on when he gives up.
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Try and Answer. When the attacker receives puzzle P1, he is better off answer-
ing it correctly, rather than answering it randomly. This is because u2(P1;CA) >
u2(P1;RA) (as αSP1 < αm). On the other hand, when he receives P2, u2(P2;CA)
< u2(P2;RA) (as αSP2 > αm) and hence, RA would be a better choice than CA.
A decision on RA and CA can be made only if the puzzle difficulty is known.
In the case of HDPs, the attacker is sure that the puzzle is not P1 only when
he fails to solve it after expending αSP1 amount of resource. Hence, when the
attacker chooses TA, he puts in the (minimal) effort required to solve P1 and
gives up when he realizes the puzzle is P2. If the puzzle sent is P1, the attacker
would solve it with the minimal effort and give the correct answer, while if it is
P2, he would give up and send a random answer. His payoff for the action TA
is given by

u2(P1;TA) = αPP + αV P + αm − αSP1 and

u2(P2;TA) = αPP + αV P − αSP1 .

3.2 Analysis of Attacker Payoff

Let 0 < p < 1 be the probability with which the attacker receives puzzle P1.
(1−p is the probability with which he receives P2.) We denote the corresponding
mixed strategy of the defender as α1. If the difficulty of the puzzle is hidden, the
expected payoff of the attacker for his actions is given by

U2(α1;CA) = αPP + αV P + αm − pαSP1 − (1 − p)αSP2 , (1)

U2(α1;RA) = αPP + αV P and (2)

U2(α1;TA) = αPP + αV P + pαm − αSP1 . (3)

The attacker’s choice is influenced by the probability p and the values of αSP1

and αSP2 . The attacker would prefer RA over TA only if p < αSP1
αm

= pt. He

would prefer RA over CA when p <
αSP2−αSP1
αSP2−αm

= pc. From the payoffs, it is
evident that the action CA is more beneficial than TA when αSP2 −αSP1 < αm.

On the other hand, if the difficulty of the puzzle is known to the attacker, he
would choose CA if the puzzle is P1 and RA if it is P2 [5]. We represent the
corresponding strategy as (CA,RA) and his expected payoff is

U2(α1; (CA,RA)) = αPP + αV P + p(αm − αSP1). (4)

We now show that the attacker receives lower payoff when HDPs are
used. Consider each of the attacker’s actions:
(i) RA. The attacker chooses RA when (a) αSP2 − αSP1 < αm and p < pt or
(b) αSP2 − αSP1 > αm and p < pc. From (2) and (4), for 0 < p < 1,

U2(α1;RA) < U2(α1; (CA,RA)). (5)
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(ii) TA. The attacker chooses TA when αSP2 − αSP1 < αm and p > pt. From
(3) and (4), for 0 < p < 1,

U2(α1;TA) < U2(α1; (CA,RA)). (6)

(iii) CA. The attacker chooses CA when αSP2 − αSP1 > αm and p > pc. From
(1) and (4), as αSP2 < αm and 0 < p < 1,

U2(α1;CA) < U2(α1; (CA,RA)). (7)

In all three cases, the attacker is benefited less when the puzzle difficulty is
hidden than when it is known to him.

Effectiveness. We define the effectiveness of a defense mechanism using proof
of work as the difference between the amount of work done by the attacker and
the amount of work done by the defender. Clearly, a defense mechanism would
be more effective when it uses a HDP.

4 Defense Mechanisms

We propose two defense mechanisms against DoS attacks based on the concept
of Nash equilibrium. Hidden difficulty puzzles are used in both the defense mech-
anisms. As in [5], the Nash equilibrium is used in a prescriptive way, where the
defender selects and takes part in a specific equilibrium profile and the best
thing for the attacker to do is to conform to his equilibrium strategy. Initially,
we assume that the attack takes place from a single machine and later propose
an extension to handle distributed attacks.

4.1 Strategic Game

The attacker is unaware of the difficulty of a puzzle when he receives it and
the defender is unaware of the attacker’s response when he sends the puzzle.
We therefore model the interaction between an attacker and defender during a
denial of service attack as a strategic game.

Defender’s Actions. We assume the defender uses n puzzles P1, P2, ..., Pn such
that αSP1 < ... < αSPk

< αm < αSPk+1 < ... < αSPn , where αSPi is the cost
incurred by an attacker in solving puzzle Pi. The generation and verification
costs are same for all puzzles and equal to αPP and αV P respectively. (This
assumption is reasonable as generation and verification time for a good client-
puzzle is negligible [15].)

Defender’s Payoff. The defender seeks to maximize the effectiveness of the
defense mechanism and minimize the cost to a legitimate user. We introduce a
balance factor 0 < η < 1 that allows him to strike a balance between the two. His
payoff is therefore given by u1 = (1−η)(effectiveness)+η(−legitimate user cost).
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Table 1. Cost incurred by the players and the legitimate user when action profile a is
chosen. Here 1 ≤ l ≤ n, 1 ≤ i ≤ k and k+1 ≤ j ≤ n.

a ψ1(a) ψ2(a) ψu(a)

(Pl;RA) αPP + αV P 0 αSPl

(Pi;TA) αPP + αV P + αm αSPi αSPi

(Pj ; TA) αPP + αV P αSPk αSPj

(Pl; CA) αPP + αV P + αm αSPl αSPl

Let ψ1(a) and ψ2(a) be the cost incurred by the defender and attacker, respec-
tively, when the action profile a is chosen. Let ψu(a) be the corresponding cost
to a legitimate user. Hence,

u1(a) = (1 − η)(−ψ1(a) + ψ2(a)) + η(−ψu(a)).

The costs incurred by the players and the legitimate user for the various action
profiles are tabulated in Table 1.

A legitimate user always solves the given puzzle and incurs a cost αSPi for a
puzzle Pi. Here, it is assumed that the attacker and a legitimate user take equal
time to solve a puzzle. The model can be easily extended to distributed attacks,
where the computational power of the attacker is considered much higher than
that of a legitimate user [12].

For the puzzles P1, P2, ... and Pk, the attacker is better off giving the correct
answer, while for puzzles Pk+1, ... and Pn, the attacker is better off giving a
random answer. When the puzzle difficulty is unknown, the attacker may choose
to try and answer (TA), where the maximum effort he puts in is the effort
required to solve Pk. If the puzzle is solved with a maximum resource expenditure
of αSPk

, he sends a correct answer. Otherwise, he gives up and sends a random
answer.

Proposition 1. In the strategic game of the client-puzzle approach, the best
response of the defender to the attacker’s action TA is the puzzle Pk or the
puzzle Pk+1 or a lottery over both.

The proof for proposition 1 is available in the full version of this paper [12].
For all other propositions stated in this section, the proofs have been given in
Appendix A.

Let P1 and P2 be the two puzzles corresponding to proposition 1.

Analysis of Defender Payoff. Let us consider the defender’s mixed strategy
α1, where he chooses P1 with probability 0 < p < 1 and P2 with probability
1 − p. A legitimate user would always incur a cost ψu = pαSP1 + (1 − p)αSP2 .
If the puzzle difficulty is hidden, the attacker would choose an action a2 ∈
{RA, TA,CA}. The defender’s payoff would then be

u1(α1; a2) = (1 − η)(−u2(α1; a2)) + η(−ψu).
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As discussed earlier, the attacker would choose a2 = (CA;RA) [5] if the puzzle
difficulty is not hidden and the corresponding payoff to the defender would be

u1(α1; (CA;RA)) = (1 − η)(−u2(α1; (CA;RA))) + η(−ψu).

For the same value of η, it is seen from (5), (6) and (7) that u1(α1; a2) >
u1(α1; (CA;RA)) for all a2 ∈ {RA, TA,CA}. Hence, the defender receives
higher payoff while using HDPs.

Nash Equilibrium. We now analyze the existence of Nash equilibria in the
game of the client-puzzle approach. One possible Nash equilibrium is where the
attacker chooses the action TA. The conditions for such an equilibrium are given
in the following proposition.

Proposition 2. In the strategic game of the client-puzzle approach, for 0 < η <
1
2 , a Nash equilibrium of the form (p ◦ P1 ⊕ (1− p) ◦ P2;TA)1, 0 < p < 1, exists
if η = αm

αm+αSP2−αSP1
, αSP2 − αSP1 > αm and p > αSP1

αm
.

We now construct a defense mechanism against a DoS attack by prescribing the
Nash equilibrium given in proposition 2. A Nash equilibrium allows us to predict
the behavior of a rational attacker during a DoS attack, but does not prevent
the flooding attack from being successful.

Mitigating DoS Attack. Let N be the maximum number of requests that an
attacker can send in time T . It is assumed that the defender has a resource rp
for puzzle generation and verification and another resource rm for providing the
requested service [5]. As per the property of a good client puzzle, the generation
and verification time must be negligible. In fact, the verification time can be
minimized by using a table lookup [19]. Hence, it is reasonable to assume that
rp is not exhausted in an attack, i.e., N(αPP +αV P ) < 1. On the other hand, the
attack is successful when rm is exhausted before all requests are serviced. If β is
the probability with which the attacker solves a given puzzle, Nβ is the expected
number of attack requests for which the defender would provide service. When
Nβαm > 1, the defender is overwhelmed and the attack is successful. In order
to mitigate an attack, we need to ensure that

Nβαm ≤ 1 or β ≤ 1
Nαm

.

In the prescribed Nash equilibrium, β = p and the following condition must hold
for an attack to be unsuccessful: αSP1

αm
< p < 1

Nαm
. Note that this is possible

only if αSP1 <
1
N .

The probability p is chosen such that the defender can provide service for all
attack requests. It has to be remembered that even legitimate requests need to
be serviced during an attack. Hence, out of the total number of requests that
1 The notation p1 ◦ a1 ⊕ p2 ◦ a2 ⊕ ... ⊕ pn ◦ an denotes a lottery over the set of

actions {a1, a2, ..., an}, where p1 + p2 + ... + pn = 1.
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the defender can service, we take 1
αm

as the number of requests allocated to the
defense mechanism, while the rest are for the legitimate users.

We propose a defense mechanism based on the prescribed Nash equilibrium.
(We call it the strategic game defense mechanism.) The idea is to fine tune
the various parameters such that the conditions for the equilibrium are satisfied.

1. For a desirable balance factor η, 0 < η < 1
2 , choose two puzzles P1 and P2

such that

αSP1 <
1
N
< αm < αSP2 , αSP2 − αSP1 > αm and

η =
αm

αm + αSP2 − αSP1

.

2. Choose a value for p such that

αSP1

αm
< p <

1
Nαm

.

3. On receiving a request, generate a random variable x such that Pr(x=0) =
p and Pr(x=1) = 1 - p. If x=0, send puzzle P1. Otherwise, send puzzle P2.

The other possible Nash equilibria in the strategic game have been discussed in
the full version of this paper [12].

4.2 Infinitely Repeated Game

During a denial of service attack, the attacker repeatedly sends requests to the
defender. Since the game is played repeatedly, this scenario can be modeled as
a repeated game. Also, the probability of arrival of a request is non-zero at any
point in time and hence, the game is infinitely repeated [5].

Threat of Punishment. In repeated games, the payoff of a player is not
only influenced by his decision in the current game, but is also influenced by
his decisions in all periods of the game. A player would therefore be willing to
take sub-optimal decisions for the current game if it would give him a higher
payoff in the long run. Deviation of a player from a desired strategy profile can be
prevented if he is threatened with sufficient punishment in the future. Therefore,
Nash equilibria with high payoffs can be achieved in an infinitely repeated game
if a player is patient enough to see long term benefits over short term gains.

Minmax Payoff. The minmax payoff of a player is the minimum payoff that
he can guarantee himself in a game, even when the opponents play in the most
undesirable manner. The minmax payoff of player i in a strategic game is given
by

v∗i = min
α−i∈Δ(A−i)

max
ai∈Ai

ui(ai, α−i),

where Δ(X) is the set of probability distributions over X , Ai is the set of per-
mitted actions for player i and ui is his payoff function.
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Nash Equilibrium. Consider a two-player infinitely repeated game. Let v∗1 be
the minmax payoff of player 1 and v∗2 be the minmax payoff of player 2. Let the
mixed strategy profile resulting in v∗1 and v∗2 be M1 = (M1

1 ; M1
2 ) and M2 =

(M2
1 ; M2

2 ) respectively. Here, M2
1 is player 1’s minmax strategy against player 2

and M1
2 is player 2’s minmax strategy against player 1.

Let (α1;α2) be a strategy profile such that v1 = u1(α1;α2) > v∗1 and v2 =
u2(α1;α2) > v∗2 . Fudenberg and Maskin [7] show that an equilibrium where each
player i receives an average payoff of vi is possible through threat of punishment.
The following repeated game strategy for player i is a Nash equilibrium.

(A) Play αi each period as long as (α1;α2) was played last period. After any
deviation from phase (A), switch to phase (B).

(B) Play M j
i , j �= i, τ times (say) and then start phase (A) again. If there are

any deviations while in phase (B), restart phase (B).
A description of their theorem along with the calculation of τ has been detailed

in the full version of the paper [12].

Interpretation. A possible equilibrium in the game of the client-puzzle ap-
proach consists of two phases:

Normal Phase (A). The defender and attacker choose a strategy profile, where
each of them receive a payoff greater than the minmax payoff. Note that the
strategy played may not be the optimal choice of the players in the given period.
However, if either of them deviate, the game switches to the punishment phase
(B).

Punishment Phase (B). In this phase, each player chooses a minmax strat-
egy against the other player. This phase remains for τ periods, after which the
game switches to the normal phase. Again, the minmax strategy may not be the
optimal strategy of a player in the current period. But, any deviation from this
strategy would restart the phase.

Any deviation in the normal phase is deterred by the threat of switching to the
punishment phase. Similarly, a deviation from the punishment phase is deterred
by the threat of prolonged punishment. Note that the punishment period τ
must be sufficiently long for the equilibrium to exist.

The following propositions identify some minmax strategies in the game of
the client-puzzle approach.

Proposition 3. In the game of the client-puzzle approach, when αSP2 −αSP1 <
αm, one of the defender’s minmax strategy against the attacker is

p1 ◦ P1 ⊕ (1 − p1) ◦ P2,

where p1 = αSP2−αm

αSP2−αSP1
.

Proposition 4. In the game of the client-puzzle approach, when αSP2 −αSP1 <
αm and 0 < η < 1

2 , the attacker’s minmax strategy against the defender is

p2 ◦ CA ⊕ (1 − p2) ◦ RA,

where p2 = η
1−η .
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Punishment Phase Strategies. During the punishment phase, the defender
chooses the mixed strategy p1 ◦ P1 ⊕ (1 − p1) ◦ P2, while the attacker
chooses the mixed strategy p2 ◦ CA ⊕ (1 − p2) ◦ RA. It can be shown
that the corresponding strategy profile is a Nash equilibrium, where both the
players receive their minmax payoff. This means that each player’s strategy in
the punishment phase is the best response to the opponent’s strategy. Clearly,
deviations in the punishment phase are not profitable.

Normal Phase Strategies. The following strategy profile is chosen during the
normal phase:

(p ◦ P1 ⊕ (1 − p) ◦ P2;TA),

where 0 < p < 1. For a Nash equilibrium, this profile must give each player a
payoff greater than his minmax payoff. This is possible when

αSP1

αm
< p <

αSP1 − η(αSP2 − αm + αSP1)
αm − η(αSP2 + αm − αSP1)

.

It can shown that the defender receives higher payoff in the Nash equilibrium
of the repeated game than in the Nash equilibrium of the single-shot strategic
game described in Section 4.1.

Mitigating DoS Attack. As seen in the previous defense mechanism, the
existence of a Nash equilibrium does not necessarily prevent flooding. In the
normal phase, flooding is prevented if

Nαmp < 1 or p <
1

Nαm
.

In the punishment phase, even if the attacker chooses to answer all the puzzles
correctly, his average resource expenditure would be p1αSP1+(1−p1)αSP2 = αm.
Since he cannot overload the defender, flooding is not possible in this phase.

The defense mechanism based on the described Nash equilibrium is given
below. (We call it the repeated game defense mechanism.)

1. For a desirable balance factor η, 0 < η < 1
2 , choose two puzzles P1 and P2

such that αSP1 <
1
N < αm < αSP2 and αSP2 − αSP1 < αm.

2. Choose a value for p such that

αSP1

αm
< p < min

(
1

Nαm
,
αSP1 − η(αSP2 − αm + αSP1)
αm − η(αSP2 + αm − αSP1)

)

and determine the value of p1 according to

p1 =
αSP2 − αm

αSP2 − αSP1

.

3. Determine an appropriate value for τ .
4. Phase (A) and phase (B) of the defense mechanism have been described

in Fig. 2, where x and y are random variables and φ(msg) is the phase
corresponding to the puzzle whose solution has been received.

Here, we have considered only one possible minmax strategy profile in the defense
mechanism. The other strategy profiles have been analyzed in [12].
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Fig. 2. Closed-Loop Defense Mechanism

4.3 Comparison with Previous Work

We now compare the proposed HDP-based defense mechanisms with the corre-
sponding defense mechanisms proposed by Fallah [5], where puzzle difficulties
are known to the attacker. Previously, while analyzing the payoffs of the at-
tacker and defender, we did not consider the existence of a Nash equilibrium
in the game. We now present an analysis of the attacker and defender payoffs
under the equilibrium conditions given by the various defense mechanisms.

For the sake of convenience, the HDP-based strategic game defense mecha-
nism shall be referred to asHDM1, while the HDP-based repeated game defense
mechanism shall be referred to as HDM2. The corresponding puzzle-based de-
fense mechanisms in [5] would be referred to as PDM1 and PDM2 respectively.
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Proposition 5. The expected equilibrium payoff of an attacker in HDM1 is
lower than that in PDM1, while the expected equilibrium payoff of the defender
is the same in both defense mechanisms.

Note that the equilibrium conditions are different in the two defense mechanisms.
As a consequence, the defender’s expected payoff does not change when HDPs
are used. However, the attacker is benefited less in HDM1 making it more
effective than PDM1.

Proposition 6. The minmax payoff of the defender in HDM2 is higher than
that in PDM2, while the minmax payoff of the attacker is the same in both
defense mechanisms.

Since the minmax payoff is a lower bound on the defender’s payoff, the defender
is better off in HDM2. Moreover, in PDM2, only P2 puzzles are used by the
defender in the punishment phase. Whereas, in HDM2, the defender’s minmax
strategy against the attacker is a lottery over P1 and P2. Clearly, a legitimate
user is hurt less in the punishment phase of HDM2 as he has a chance
of receiving P1.

5 Client-Puzzles

The requirements of a puzzle in our defense mechanisms are given below.

1. Hidden Difficulty: The difficulty of the puzzle should not be determined
without a minimal number of computations.

2. High Puzzle Resolution: The granularity of puzzle difficulty must be high.
This allows us to fine tune the parameters of the defense mechanisms.

3. Partial Solution: Submission of partial solutions should be possible with-
out increasing the verification time. This requirement allows the defender to
determine whether the attacker chose RA or TA.

We now introduce two new puzzles that conform to these requirements.

Puzzle 2: The puzzle is described in Fig. 3. Here, the client can submit a partial
solution by giving the correct answer for the first part (rp1) of the puzzle and
a random answer for the second part (rp2). It takes 4 hash computations for
generating a puzzle and a maximum of 6 hash computations for verifying the
puzzle solution. When l = 1, the average number of hash computations required
to solve the puzzle is (2k+1) + (D+1)

2 . Thus, the difficulty of the puzzle can be
varied exponential by adjusting k and linearly by adjusting D. Also, the client
is not aware of the difficulty of the puzzle when he receives it.

Puzzle 3: Fig. 4 contains the puzzle description. When l = 1, the average
number of hash computations required to solve this puzzle is (Da+1) + (Db+1)

2
and hence, the difficulty varies linearly with Da and Db. The production of the
puzzle requires 4 hash computations and the verification requires a maximum of
6 hash computations. Even here, the puzzle difficulty is hidden from the client.
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Client Defender

Request−−−−−→ X = H(S1, Ns,M)

Y = H(X)
a = H(S2, Ns,M) mod D + l
X ′ = X − a
Z = H(X ′)

(X ′′, Y, Z), Ns←−−−−−−−−−− X ′′ = X ′ ⊕ (I1, ..., Ik−1, 1, 0k+1, ..., 0n)

Find rp1 such that
H(rp1) = Z.

Find a′ such that
H(rp2) = Y ,

where rp2 = rp1 + a′. rp1, rp2, Ns−−−−−−−−→ X = H(S1, Ns,M)

a = H(S2, Ns,M) mod D + l

H(rp1)
?
= H(X − a)

H(rp2)
?
= H(X)

Fig. 3. Hidden Difficulty Puzzle 2. Here, S1 and S2 are server secrets, Ns is a server
nonce, M is a session parameter, D and k are difficulty parameters, l is a constant and
I is a binary number chosen uniformly at random.

Client Defender

Request−−−−−→ X = H(S1, Ns,M)

Y = H(X)
a = H(S2, Ns,M) mod Da + l
X ′ = X − a
Z = H(X ′)

(X ′′, Y, Z), Ns←−−−−−−−−−− X ′′ = X ′ − b
Find b′ such that
H(rp1) = Z,

where rp1 = X ′′ + b′.
Find a′ such that
H(rp2) = Y ,

where rp2 = rp1 + a′. rp1, rp2,Ns−−−−−−−−→ X = H(S1, Ns,M)

a = H(S2, Ns,M) mod Da + l

H(rp1)
?
= H(X − a)

H(rp2)
?
= H(X)

Fig. 4. Hidden Difficulty Puzzle 3. Here, b is a value chosen uniformly at random
from {1, ..., Db}.
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6 Conclusions

In this paper, we have given emphasis on hiding the difficulty of client-puzzles
from a denial of service attacker. We have constructed three concrete puzzles
that satisfy this requirement. Using game theory, we have developed defense
mechanisms that make use of such puzzles and have shown that they are more
effective than the existing ones. Future direction of work would be to incorporate
the proposed defense mechanisms in the Internet Key Exchange (IKE) protocol
and to estimate its effectiveness in real-time.
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A Proof of Propositions

A.1 Proposition 2

Proof. Let us prove the existence of a Nash equilibrium, where the defender uses
a mixed strategy α1 = p ◦ P1 ⊕ (1−p) ◦ P2, where 0 < p < 1 and the attacker
uses the pure strategy TA. The profile (α1;TA) is a Nash equilibrium if

u1(P1;TA) = u1(P2;TA), (8)

u2(α1;TA) > u2(α1;RA) and (9)

u2(α1;TA) > u2(α1;CA). (10)

Equation (8) is satisfied when

η =
αm

αm + αSP2 − αSP1

, (11)

(9) is satisfied when p > αSP1
αm

and (10) is satisfied when

αSP2 − αSP1 > αm. (12)

From (11) and (12), it can be easily seen that the maximum value that η can
take is less than 1

2 . Hence, 0 < η < 1
2 .
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A.2 Proposition 3

Proof. Let α1 = p1 ◦ P1 ⊕ (1−p1) ◦ P2, 0 < p1 < 1, be the defender’s minmax
strategy against the attacker. By our assumption, αSP2 − αSP1 < αm. Clearly,
the attacker would prefer CA over TA. Therefore, the attacker’s minmax payoff
is max(U2(α1;CA), U2(α1;RA)), where Ui is the expected payoff of player i
for i = 1, 2. Note that U2(α1;CA) > U2(α1;RA) when αPP + αV P + αm −
p1αSP1 − (1 − p1)αSP2 > αPP + αV P or p1 >

αSP2−αm

αSP2−αSP1
. Higher the value

of p1 above αSP2−αm

αSP2−αSP1
, higher is the attacker’s payoff. If p1 ≤ αSP2−αm

αSP2−αSP1
, the

attacker’s payoff is minimum and equal to αPP + αV P . This is the attacker’s
minmax payoff and hence, the attacker is minmaxed when the defender chooses
the mixed strategy p1 ◦ P1 ⊕ (1 − p1) ◦ P2, where p1 = αSP2−αm

αSP2−αSP1
.

A.3 Proposition 4

Proof. Let the attacker’s minmax strategy against the defender be α2 = q1◦RA⊕
q2 ◦CA⊕q3 ◦TA, where q1 +q2 +q3 = 1. By our assumption, αSP2 −αSP1 < αm.
When the attacker chooses CA, the defender would receive equal or lower payoff
than when the attacker chooses TA. Hence, the attacker’s minmax strategy
against the defender should assign non-zero probabilities to CA and RA and
zero probability to TA, i.e, q1 = p2, q2 = 1 − p2 and q3 = 0, where 0 < p2 < 1.
When 0 < η < 1

2 , the defender’s best response for the attacker’s pure strategy
RA is P1 and that for CA is P2. For the attacker’s mixed strategy α2, the
defender’s best response is P1 only if U1(P1;α2) > U1(P2;α2). This is possible
when p2((1−η)αSP1)−ηαSP1 > p2((1−η)αSP2)−ηαSP2 or p2 <

η
1−η . The lower

the value of p2 below η
1−η , higher is the defender’s payoff. Similarly, if p2 >

η
1−η ,

the defender would prefer P2 over P1 and his payoff increases as p2 increases.
Clearly, the defender is minmaxed when U1(P1;α2) = U1(P2;α2) or p2 = η

1−η .

A.4 Proposition 5

Proof. Let α1 be the equilibrium strategy profile used in HDM1. Under equilib-
rium conditions, the expected payoff of the defender is U1(α1) = (1−η)(−αPP −
αV P −αm +αSP1)−ηαSP1 . The attacker, on the other hand, receives an average
payoff of

U2(α1) = αPP + αV P + pαm − αSP1 . (13)

In the case of PDM1 [5], the strategy profile α2 = (p ◦ P1 ⊕ (1 - p) ◦ P2;
(CA,RA)) corresponds to an equilibrium when αSP1 < αm < αSP2 , αV P <

αm −αSP1 , αV P < αSP2 −αm and η = αm−αSP1
αm−2αSP1+αSP2

, where 0 < η < 1
2 and 0

< p < 1. Under the equilibrium conditions, the expected payoff for the defender
is U1(α2) = (1 - η)(-αPP - αV P - αm + αSP1) - ηαSP1 and that for the attacker
is

U2(α2) = αPP + αV P + p(αm − αSP1). (14)
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Note that we are looking at two games with different equilibrium conditions. For
a given value of 0 < η < 1

2 , we choose the same values for αPP , αV P , αSP1 and p
and different values for αSP2 in the two games such that equilibrium conditions
are satisfied. Clearly, U1(α1) = U1(α2), while from (13) and (14), for 0 < p < 1,

U2(α1) < U2(α2).

Thus, the expected payoff for the defender is same in both the defense mecha-
nisms, while the attacker’s expected payoff is lower in HDM1.

A.5 Proposition 6

Proof. In PDM2, the minmax strategy profile in the infinitely repeated game is
(P2;RA) [5]. The corresponding minmax payoff for the defender is

U1(P2;RA) = (1 − η)(−αPP − αV P ) − ηαSP2 (15)

and that for the attacker is U2(P2;RA) = αPP +αV P . In the case of HDM2, the
minmax strategy profile is (α1;α2), where α1 = p1 ◦ P1 ⊕ (1 − p1) ◦ P2 and
α2 = p2 ◦ CA ⊕ (1−p2) ◦ RA. The defender’s minmax payoff in HDM2 is given
by U1(α1;α2) = p1(p2u1(P1;CA)+(1−p2)u1(P1;RA))+(1−p1)(p2u1(P2;CA)+
(1 − p2)u1(P2;RA)), which reduces to

U1(α1;α2) = (1 − η)(−αPP − αV P ) − ηαm. (16)

Similarly, the attacker’s minmax payoff in HDM2 is given by U2(α1;α2) =
p1(p2u2(P1;CA)+ (1− p2)u2(P1;RA))+ (1− p1)(p2u2(P2;CA)+ (1− p2)u2(P2;
RA)) = αPP + αV P . It is clear that the attacker’s minmax payoff is same in
both defense mechanisms. For a given value of 0 < η < 1

2 , choosing same values
for αPP , αV P and αSP1 in equations (15) and (16) and different values for αSP2

satisfying the corresponding equilibrium criteria, we have

U1(α1;α2) > U1(P2;RA)

and U2(α1;α2) = U2(P2;RA). Thus, the defender’s minmax payoff is higher in
HDM2 when compared to PDM2, while the attacker’s minmax payoff is same in
both the defense mechanisms.
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