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Abstract—In our experience of working with domain experts
who are using today’s AutoML systems, a common problem we
encountered is what we call “unrealistic expectations” – when
users are facing a very challenging task with a noisy data
acquisition process, while being expected to achieve startlingly
high accuracy with machine learning (ML). Many of these are
predestined to fail from the beginning. In traditional software
engineering, this problem is addressed via a feasibility study, an
indispensable step before developing any software system. In this
paper, we present Snoopy, with the goal of supporting data
scientists and machine learning engineers performing a system-
atic and theoretically founded feasibility study before building
ML applications. We approach this problem by estimating the
irreducible error of the underlying task, also known as the Bayes
error rate (BER), which stems from data quality issues in datasets
used to train or evaluate ML models. We design a practical
Bayes error estimator that is compared against baseline feasibility
study candidates on 6 datasets (with additional real and synthetic
noise of different levels) in computer vision and natural language
processing. Furthermore, by including our systematic feasibility
study with additional signals into the iterative label cleaning
process, we demonstrate in end-to-end experiments how users
are able to save substantial labeling time and monetary efforts.

Index Terms—Feasibility Study for ML, Data Quality for ML

I. INTRODUCTION

Modern software development is typically guided by soft-
ware engineering principles that have been developed and
refined for decades [1]. Even though such principles are yet
to come to full fruition regarding the development of machine
learning (ML) applications, in recent years we have witnessed
a surge of work focusing on ML usability through supporting
efficient ML systems [2]–[4], enhancing developer’s produc-
tivity [5]–[7], and supporting the ML application development
process itself [8]–[15].

Calls for a Feasibility Study of ML: In this paper, we
focus on one specific “failure mode” that we frequently
witness whilst working with a range of domain experts, which
we call “unrealistic expectations.” Unlike classical software
artifacts, the quality of ML models (e.g., its accuracy) is often
a reflection of the data quality used to train or test the model.
We regularly see developers that work on challenging tasks
with a dataset that is too noisy to meet the unrealistically high
expectations on the accuracy that can be achieved with ML
— such a project is predestined to fail. Ideally, problems of
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this type should be caught before a user commits significant
amount of resources to train or tune ML models.

In practice, if this were done by a human ML consultant, she
would first analyze the representative dataset for the defined
task and assess the feasibility of the target accuracy — if
the target is not achievable, one can then explore alternative
options by refining the dataset, the acquisition process, or
investigating different task definitions. Borrowing the term
from classic software engineering, we believe that such a
feasibility study step is crucial to the usability of future ML
systems for application developers. In this paper, we ask:
Can we provide some systematic and theoretically understood
guidance for this feasibility study process?

Quantitative Understanding of “Data Quality for ML”:
Data quality, along with its cleaning, integration, and
acquisition, is a core data management problem that has
been intensively studied in the last few decades [16]–[22].
Agnostic to ML workloads, the data management community
has been conducting a flurry of work aimed at understanding
and quantifying data quality issues [23]–[26]. In addition to
these fundamental results, the presence of an ML training
procedure as a downstream task over data provides both
challenges and opportunities. On the one hand, systematically
mapping these challenges to ML model quality issues is
largely missing (with the prominent exceptions of [27]–[29]
together with some of our own previous efforts [30]–[33]).
On the other hand, the ML training procedure provides a
quantitative metric to measure precisely the utility of data, or
its quality. In this paper, we take one of the early steps in this
direction and ask: “Can we quantitatively map the quality
requirements of a downstream ML task to the requirements of
the data quality of the upstream dataset?”

The Scope and Targeted Use Case: As one of the first
attempts towards understanding this fundamental problem, this
paper by no means provides a complete solution. Instead,
we have a very specific application scenario in mind for
which we develop a deep understanding both theoretically and
empirically. Specifically, we focus on the case in which a user
has access to a dataset D, large enough to be representative for
the underlying task. The user is facing the following question:
Is my current data artefact D clean/good enough for some ML
models to reach a target accuracy αtarget? If the answer to
this question is “Yes”, the user can start expensive AutoML
runs and hopefully can find a model that can reach αtarget;



otherwise, it would be better for the user to improve the quality
(via data cleaning for example) of the data artefact D before
starting an AutoML run which is “doomed to disappoint”.
We call the process of answering this question a “feasibility
study”. Our main goal is to derive a strategy for the feasibility
study that is (i) informative and theoretically justified, (ii)
inexpensive, and (iii) scalable.

Such a process can be useful in many scenarios. In this
paper we develop a fundamental building block of the feasi-
bility study and evaluate it focusing on one specific use case as
follows — the dataset D is noisy in its labels, probably caused
by (1) the inherent noise of the data collection process such as
crowd sourcing [34]–[37], or (2) bugs in the data preparation
pipeline (which we actually see quite often in practice). The
user has a target accuracy αtarget and can spend time and money
on two possible operations: (1) manually clean up some labels
in the dataset, or (2) find and engineer suitable ML models,
manually or automatically.

Challenges of the Strawman: There are multiple straw-
man strategies, each of which has its own challenge. A
natural, rather trivial approach is to run a cheap proxy model,
e.g., logistic regression, to get an accuracy αproxy, and use
it to produce an estimator αest = c · αproxy, say, for some
c ∈ [1, 1/αproxy]. The challenge of this approach is to pick a
universally good constant c, which depends not only on the
data but also on the cheap proxy model. It is important, but
often challenging, to provide a principled and theoretically
justified way of adjusting the gap between αproxy and αest.

An alternative approach would be to simply fire up an
AutoML run that systematically looks at various configurations
of ML models and potentially neural architectures. Given
enough time and resources, this could converge closely to the
best possible accuracy that one can achieve on a given dataset;
nevertheless, this can be very expensive and time consuming,
thus might not be suitable for a quick feasibility study.

Feasibility Study: Theory vs. Practice: The main chal-
lenges of the strawman approaches motivate us to look at
this problem in a more principled way. From a theoretical
perspective, our view on feasibility study is not new, rather it
connects to a decades-old ML concept known as the Bayes
error rate (BER) [38], the “irreducible error” of a given
task corresponding to the error rate of the Bayes optimal
classifier. In fact, all factors leading to an increase of the
BER can be mapped to classical data quality dimensions
(e.g., “label noise” to “accuracy”, or “missing features ”
to “completeness”) [39]. Estimation of the BER has been
studied intensively for almost half a century by the ML
community [40]–[46]. Until recently, most, if not all, of these
works are mainly theoretical, evaluated on either synthetic
and/or very small datasets of often small dimensions. Over
the years, we have been conducting a series of work aimed at
understanding the behavior of these BER estimators on larger
scale, real-wold datasets. This paper builds on two of these
efforts, notably (1) a framework to compare BER estimators on
large scale real-world datasets with unknown true BER [47],
and (2) new convergence bounds for a simple BER estimator

on top of pre-trained transformations [48]. Guided by the
insights and theoretical understanding we gained from these
prior works, which we treat as preliminaries and do not see
them as a technical contribution of this work, we ask the
following non-trivial questions:

Q1. How to use estimations of the BER for the
purpose of systematic feasibility study for ML?
Q2. How can we build a scalable system to make
decades of theoretical research around the BER
practical and feasible on real-world datasets?

Summary of Contributions: We present Snoopy— a
fast, practical and systematic feasibility study system for
machine learning. We make three technical contributions.

C1. Systems Abstractions and Designs: In Snoopy,
we model the problem of feasibility study as estimating a
lower bound of the BER. Users provide Snoopy with a
dataset representative for their ML task along with a target
accuracy. The system then outputs a binary signal assessing
whether the target accuracy is realistic or not. Being aware
of failures (false-positives and false-negatives) in the binary
output of our system, which we carefully outline and explain
in this paper, we support the users in deciding on whether
to “trust” the output of our system by providing additional
numerical and visual aids. The technical core is a practical
BER estimator. We propose a simple, but novel approach,
which consults a collection of different BER estimators based
on a 1NN estimator inspired by Cover and Hart [38], built on
top of a collection of pre-trained feature transformations, and
aggregated through taking the minimum. We provide a theo-
retical analysis on the regimes under which this aggregation
function is justified.

C2. System Optimizations: We then describe the im-
plementation of Snoopy, with optimizations that improve its
performance. One such optimization is the successive-halving
algorithm [49], a part of the textbook Hyperband algorithm [7],
to balance the resources spent on different estimators. This
already outperforms naive approaches significantly. We further
improve on this method by taking into consideration the
convergence curve of estimators, fusing it into a new variant
of successive-halving. Moreover, noticing the iterative nature
between Snoopy and the user, we take advantage of the
property of kNN classifiers and implement an incremental
version of the system. For scenarios in which a user cleans
some labels, Snoopy is able to provide real-time feedback
(0.2 ms for 10K test samples and 50K training samples).

C3. Experimental Evaluation: We perform a thorough
experimental evaluation of Snoopy on 6 well-known datasets
in computer vision and text classification against the baselines
that use cheap and expensive proxy models. We show that
Snoopy consistently outperforms the cheap, and matches
the expensive strategy in terms of predictive performance for
synthetic and natural label noise, whilst being computational
much more efficient than both approaches. In an end-to-end
use-case, where noisy datasets are iteratively cleaned up to
a fraction required to achieve the target, our system enables



large savings in terms of overall cost, especially in cheap
label-cost regimes. In label-cost dominated regimes (i.e., large
label costs or cheap compute costs), our system adds little
to no overhead compared to the baselines. Furthermore, by
exploring the regimes in which Snoopy fails to provide a
correct answer, we show the benefits of additional signals
given to the user.

Limitations: In this paper we focus on the challenging
endeavor of estimating the irreducible error for the task
definition and data acquisition process, originating from data
quality issues. We focus on label noise, representing one of
the most prominent source for non-zero irreducible error. The
exploration of other aspects of poor data quality, such as
noisy or incomplete features, are left as future work. We by
no means provide a conclusive solution to prevent unrealistic
or very costly endeavors of training ML models with finite
data. Rather, we view our contribution as a first step towards
a practical treatment of this problem, which is the key for
enabling a systematic feasibility study for ML. Concretely,
we focus on classification tasks which, compared to other
ML tasks, benefit of a solid theoretical understanding of
the irreducible error and ways of estimating it. As a result,
in Section II we carefully describe limiting assumptions on
the data distributions, as well as failure causes and failure
examples, presented in Sections III and VI respectively, hoping
that this can stimulate future research from the community.

Future Extension: The feasibility study functionality tar-
geted in this paper is ideal for new ML projects designed
to replace existing “classical” code with certain accuracy.
Nothing prevents data scientists and ML engineers to use
Snoopy prior to any batch trained ML model though. This
is particularly appealing in the context of data-centric AI,
where the signal can be used to understand the impact of data
actions (e.g., cleaning labels). For stream-based or continual
learning there are some extra challenges. First, the window
of data should typically be small in order to have a good
representation of the current distribution, which renders an
accurate estimation of the BER challenging. Secondly, it is
unclear how a BER estimator can be designed to cope with
adversarial examples. Both aspects represent interesting lines
of future research. Finally, when understanding the impact
of distributional drift, the test accuracy of a fixed model
is typically inspected. Designing drift-aware BER estimator
could to detect such a drift for any model on a distributional
level is left as future work.

II. PRELIMINARIES

In this section, we give a short overview over the technical
terms and the notation used throughout this paper. Let X be
the feature space and Y be the label space, with C= |Y|. Let
X ∈ X , Y ∈ Y be random variables. Let p(X,Y ) be their
joint distribution, often simplified by p(x, y) = p(X = x,Y =
y). We define ηy(x)=p(y|x) when C > 2, and η(x)=p(1|x)
when C=2, assuming Y = {0, 1}.

Bayes Error Rate: Bayes optimal classifier is the clas-
sifier that achieves the lowest error rate among all possible

classifiers from X to Y , with respect to p. Its error rate is
called the Bayes error rate (BER) and we denote it by R∗

X,Y ,
often abbreviated to R∗

X when Y is clear from the context. It
can be expressed as R∗

X = EX

[
1−maxy∈Y ηy(x)

]
.

k-Nearest-Neighbor (kNN) Classifier: Given a training
set Dn := {(x1, y1), . . . , (xn, yn)} and a new instance x, let
(xπ(1), . . . , xπ(n)) be a reordering of the training instances by
their distances from x, based on some metric (e.g., Euclidean
or cosine dissimilarity). The kNN classifier hn,k and its n-
sample error rate (RX)n,k are defined by

hn,k(x) = argmax
y∈Y

k∑
i=1

1{yπ(i)=y},

(RX)n,k = EX,Y 1{hn,k(X) ̸=Y },

respectively. The infinite-sample error rate of kNN is given
by (RX)∞,k = limn→∞(RX)n,k. Cover and Hart derived the
following fundamental [38], and now well-known, relationship
between the nearest neighbor algorithm and the BER (under
mild assumptions on the underlying probability distribution):

(RX)∞,1 ≥ R∗
X ≥ (RX)∞,1

1 +
√

1− C(RX)∞,1

C−1

. (1)

Determining such a bound for k > 1 and C > 2 is still an
open problem, and in this work we mainly focus on k = 1.

Bayes Error Estimation: The task of estimating the BER,
given a finite representative dataset, is inherently difficult and
has been investigated by the ML community for decades —
from Fukunaga’s early work in 1975 [40] to Sekeh et al.’s work
in 2020 [46]. Existing BER estimators can be divided into
three groups: density estimators (KDE [42], DE-kNN [50]), di-
vergence estimator (GHP [46]), kNN classifier accuracy (1NN-
kNN [41], kNN-Extrapolation [51], 1NN inspired by [38]).

As mentioned earlier, we have been conducting a series
of work in order to understand the theoretical and empirical
behavior of deploying and comparing BER estimators on
larger scale, real-world datasets, using powerful pre-trained
embeddings. This paper builds on these efforts [47], [48] but
treats them as preliminaries — they provide important insights
into many decisions in our system, but they do not count as
the technical contribution of this paper. We next summarize
these efforts and the gained insights.

A. Evaluating Bayes Error Estimators on Real-World Datasets

Evaluating the relative performance of BER estimators on
real-world dataset is far from trivial. In one of our previous
endeavor [47], we proposed FeeBee, a novel framework for
evaluating BER estimators on real-world data. The key insights
for building such a framework lies in the realization that
evaluating BER estimators on a single point for tasks with
unknown true BER is infeasible. Rather, one has to construct a
series of points, for which the evolution of the BER is known.
We do so by injecting uniformly distributed noise over the
labels for different amounts of label noise and following the
evolution of the BER through the following theoretical result.

Lemma 2.1 (From [47]): Let Yρ be a random variable
defined on Y by setting Yρ = Z ·U(Y)+(1−Z) ·Y, where U



Fig. 1. Overview of Snoopy: Given user’s input in terms of a dataset and a target, the system consults various Bayes error estimators (yellow ticks),
aggregates them by taking the minimum (green tick) and outputs its belief whether the target is realistic, together with the insights in terms of convergence
plots, gap towards target accuracy, and estimated number of additional samples needed to reach the target accuracy.

is a uniform variable taking values in Y , and Z is a Bernoulli
variable with probability 0 ≤ ρ ≤ 1, both independent of X
and Y . Then R∗

X,Yρ
= R∗

X,Y + ρ(1− 1/C −R∗
X,Y ).

The above lemma is sufficient in determining the strength
of each BER estimator [47]. However, in order to apply a
BER estimator in a system for a feasibility study in real-
world datasets, where human annotators typically introduce
more noise for classes which are harder to distinguish, we
need to be able to go beyond uniform noise. Therefore, in
Section III-A we provide a generalization that does not assume
uniform label noise.

As a major finding of FeeBee, we established that the
1NN-based estimator is a powerful one — on par or better
than all other estimators when it comes to performance, whilst
being highly scalable and insensitive to hyper-parameters [47].
In this paper, 1NN-based estimator on top of a feature trans-
formation is our default choice. For a fixed transformation f ,
and n-samples, it is defined by

R̂f(X),n =
(Rf(X))n,1

1 +
√
1− C(Rf(X))n,1

C−1

. (2)

B. On Convergence of Nearest Neighbor Classifiers over
Feature Transformations

Since our estimator will combine the 1NN algorithm with
pre-trained feature transformations, also called embeddings,
such as those publicly available, we need to understand the
influence of such transformations. In our theoretical compan-
ion to this paper [48], we provide a novel study of the behavior
of a kNN classifier on top of a feature transformation, in
particular its convergence rates on transformed data, previ-
ously known only for the raw data.1 We prove the following
theorem, recalling that a real-valued function g is L-Lipschitz
if |g(x) − g(x′)| ≤ L∥x − x′∥, for all x, x′, and defining
Lg(f) := EX [(g ◦ f)(X)− η(X)]2.

Theorem 2.2 (From [48]): Let X ⊆ RD and X̃ ⊆ Rd be
bounded sets, and let (X,Y ) be a random vector taking values
in X × {0, 1}. Let g : X̃ → R be an Lg-Lipschitz function.
Then for all transformations f : X → X̃ ,

1We restrict ourselves to C = 2, as usual in theoretical results about the
convergence rates of a kNN classifier.

En

[
(Rf(X))n,k

]
−R∗

X

= O
(

1√
k

)
+O

(
Lg

(
k

n

)1/d )
+O

(
4

√
Lg(f)

)
. (3)

Motivated by the usual architecture of trained embeddings,
in Theorem 2.2 one should think of g as a softmax prediction
layer with weights w, which allows taking Lg = ∥w∥2.
Equation 3 shows that there is a trade-off between the im-
proved convergence rates (in terms of Lg and d) and the bias
introduced by the transformation independent of kNN.

III. DESIGN OF SNOOPY

We next present the design of Snoopy. A high-level
overview of the workflow of our system is given in Figure 1.

Functionality: Snoopy interacts with users in a simple
way. The user provides an input dataset that is representative
for the classification task at hand, along with a target accu-
racy αtarget. The system then estimates the “highest possible
accuracy” that an ML model can achieve, and outputs a binary
signal — REALISTIC, if the system deducts that this target
accuracy is achievable; UNREALISTIC, otherwise. We note
that Snoopy does not provide a model that can achieve that
target, only its belief on whether the target is achievable, using
an inexpensive process. Furthermore, the goal of Snoopy is
not to provide a perfect answer on feasibility, but to give
information that can guide and help with the decision-making
process — the signal provided by the system may as well be
wrong, as we will discuss later. The best possible accuracy is
implicitly returned to the user in the form of the gap between
target and projected accuracy (c.f., Section IV-C).

Interaction Model: The binary signal of Snoopy given
to a user is often correct, but not always. We now dive into the
user’s and Snoopy’s interaction upon receiving the signal.

The Case When Snoopy Reports REALISTIC: In general,
one should trust the system’s output when it reports the target
to be realistic, and proceed with running AutoML. We note
that wrongly reporting realistic can be a very costly mistake
which any feasibility system should try to avoid. In theory,
our system could also be wrong in that fashion, due to (1) a
lower bound estimate based on the 1NN estimator by Cover
and Hart [38] that is known to be not always tight, or (2)
the fact that the estimators are predicting asymptotic values.
However, as presented in the next section, we construct our



estimator in a theoretically justified way that aims at reducing
such mistakes and in our experiments we do not observe this
behavior. Even if this were the case, we expect (2) to be the
dominating reason, in which case gathering more data for the
task at hand and running AutoML on this larger dataset might
very well confirm the system’s prediction.

The Case When Snoopy Reports UNREALISTIC: In this
case, our experiments showed that the system’s output is also
trustworthy, but with more caution. Under reasonable com-
putational resources2, Snoopy is often correct in preventing
unrealistic expectations for a varying amount of both synthetic
and natural label noise. Nonetheless, there are two possible
reasons for making wrong predictions in this manner: (1) either
the data is not representative enough for the task (i.e., users
might need to acquire more data), or (2) the transformations
applied in order to reduce the feature dimension, or to bring
raw features into a numerical format in the first place (e.g.,
from text), increased the BER.3 We note that (1) and (2) are
complementary to each other. Even though estimating the BER
on raw features (if applicable) prevents (2) from happening,
having “better” transformations can lower the number of
samples required to accurately estimate the BER. In an ideal
world, one could rule out (1) by checking whether the BER
estimator converged on the given number of samples. That
is why Snoopy provides insights in terms of convergence
plots and finite-sample extrapolation numbers to help users
understand the relation between increasing number of samples
and BER estimate, giving insights into the source of predicting
UNREALISTIC, and increase the confidence in the prediction.

A. Data Quality Issues and the BER

The power of the BER, and the reason that Snoopy focuses
on estimating this quantity, is that it provides a link connecting
data quality to the performance of (best possible) ML models.
This link can be made more explicit, even in closed form, if we
assume some noise model. We take one of the most prominent
source of data quality issues, label noise, as an example, and
illustrate this connection via a novel theoretical analysis.

Noise Model: We focus on a standard noise model: class-
dependent label noise [52]. We assume that we are given a
noisy random variable Yρ through a transition matrix t with

tỹ,y := P(Yρ = ỹ |Y = y,X = x) = P(Yρ = ỹ |Y = y), (4)

where the equality follows from the assumption that we are
in the class-dependent label noise scenario, rather than in
instance-dependent one. One can think of ρ(y) = 1 − ty,y
to be the fraction of class y that gets flipped. Let yx :=
argmaxy∈Y p(Y = y|x). We further assume that yx =
argmaxy∈Y pρ(Yρ = y|x), meaning that the maximal label
per sample x is preserved after flipping, albeit possibly with
lower probability (which then increases the BER). Our main
result is the following theorem.

2For instance, reproducing the state-of-the-art model performance for well-
established benchmark datasets is often a highly non-trivial task.

3We have shown in our theoretical companion [48] that any deterministic
transformation can only increase the BER.

Theorem 3.1: Let Yρ be a random variable taking values in
Y that satisfies (4). Then
R∗

X,Yρ
= R∗

X,Y + EX [ρ(yx)p(yx|x)]−
∑
y ̸=yx

EX [tyx,yp(y|x)]

One can prove Theorem 3.1 using the law of total expectation,
together with careful manoeuvring of the terms that involve
the elements of the transition matrix.4 Setting ρ(y) = ρ ·
(1− 1/C), for all y ∈ Y , and ty,y′ = ρ/C, for all y′ ̸= y,
recovers Lemma 2.1, and one can further deduct the following
valid bounds on the evolution of the BER:

(1− sX,Y )min
y

ρ(y)− sX,Y max
y,y′:y ̸=y′

ty,y′ ≤

R∗
X,Yρ

≤ sX,Y +max
y

ρ(y),

where sX,Y denotes the error of state-of-the-art model.
Other Data Quality Dimensions: Whilst we assume that

the BER for zero label noise is typically small, it does not
have to be equal to zero (c.f., [39] for examples). Nonethe-
less, by estimating the BER, we implicitly quantify the data
quality issues along all dimensions (e.g., missing features, or
combinations of feature and label noise). Deriving alternative
noise models to theoretically and empirically disentangling
these factors is a challenging task and left as future work.

IV. IMPLEMENTATION

The core component of Snoopy is a BER estimator, which
estimates the irreducible error of a given task. The key
design decision of Snoopy is to consult a collection of BER
estimators and aggregate them in a meaningful way. More
precisely, for a collection of feature transformations F , e.g.,
publicly available pre-trained feature transformations (or last-
layer representations of pre-trained neural networks) on plat-
forms like TensorFlow Hub, PyTorch Hub, and HuggingFace
Transformers, we define our main estimator of the BER (on
n samples) using Equation 2 by

R̂ = min
f∈F

R̂f(X),n.

Finally, the system’s output is
REALISTIC, if R̂ ≤ 1− αtarget,

UNREALISTIC, otherwise.

A. “Just a Lightweight AutoML System?”

At first glance, our system might seem like a “lightweight
AutoML system,” which runs a collection of fast models
(e.g., kNN classifiers) and takes the minimum to get the best
possible classifier accuracy. We emphasize the difference —
the accuracy of an AutoML system always corresponds to a
concrete ML model that can achieve this accuracy; however,
a BER estimator does not provide this concrete model. That
is, Snoopy does not construct a model that can achieve R̂.
This key difference between AutoML and feasibility study
makes the latter inherently more computationally efficient,
with almost instantaneous re-running, which we will further
illustrate with experiments in Section VI-B.

4We provide the full proof and additional discussion in the extended online
version of this work [53].



B. Theoretical Analysis

Given a collection of 1NN-based BER estimators over
feature transformations, Snoopy aggregates them by taking
the minimum. This seemingly simple aggregation rule is
far from trivial, raising obvious questions — Why can we
aggregate BER estimators by taking the minimum? When will
this estimator work well and when will it not?

In order to mathematically quantify different regimes, we
need a few simple definitions. We define the asymptotic
tightness of our estimator for a fixed transformation f as

∆f = R∗
f(X) − lim

n→∞
R̂f(X),n. (5)

Equation 1 implies ∆f ≥ 0. We define the corresponding
transformation bias by

δf = R∗
f(X) −R∗

X , (6)
with δf ≥ 0 (by [48]). Finally, the n-sample gap (of the
estimator) is given by

γf,n = R̂f(X),n − lim
n→∞

R̂f(X),n, (7)

with γf,n ≥ 0 in expectation (also by [48]).
The fundamental challenge lies in the fact that none of

the three quantities above can be derived in practice: ∆f is
dependent on the underlying unknown distribution, δf is in-
tractable for complex neural networks [48], and γf,n relies on
the convergence of the estimator, which requires the number of
samples to be exponential in the input dimension [51], making
it impossible to generalize to representations on real-world
datasets. Nevertheless, the connection between the quantities,
together with the empirical analysis from [47] and Section VI
of this work, allows us to define meaningful regimes next.

When is R̂ optimal? In other words, when does the trans-
formation that yields the minimum outperform all the others?
A sufficient condition is given by

∀f ∈ F : δf + γf,n −∆f ≥ 0. (8)
If the sum of finite-sample gap and transformation bias (i.e.,
the normalized constants of the second and third terms in
Equation 3) is larger than the asymptotic tightness of the
estimator (i.e., the normalized constants of the first term in
Equation 3) for all transformations, then all estimators yield a
number larger than the true BER, and therefore the minimum
can be taken. Intuitively, this means that all the curves in
the convergence plot are above the true BER. We note that
this has to include the identity transformation, where there
is no transformation bias. If Condition 8 holds, R̂ will not
underestimate the BER. The above trivially holds if for all
f ∈ F one has ∆f = 0. Note that any classifier accuracy (non-
scaled, to be used as proxy) also trivially falls into this regime,
although it is usually worse than R̂. Furthermore, the system is
guaranteed to not predict YES when the target is unreachable,
thus avoiding costly mistakes. If the system wrongly predicts
UNREALISTIC, it is guaranteed that its predicted error is off
by at most δf + γf,n −∆f .

We note that all empirical evidence in Section VI and in our
companion work on BER evaluation framework [47] suggests
that we are in this regime for reasonable label noise (e.g., less
than 80%) on a wide range of datasets and transformations.
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Fig. 2. Theoretical justifications: (Left) 1NN error and its estimator values
for raw features and the best transformation. (Right) Scaling down the logistic
regression error on the best transformation and normalizing it by plugging it
into the 1NN estimator of Equations 2. Notice that the solid green and solid
pink line are identical in the right plot, leading to a dark purple line.

What if R̂ is not optimal? We distinguish two different
cases in this regime. In the first one, we suppose that the
suggested estimator R̂X,∞ of Cover and Hart [38] on the
raw features performs well in the asymptotic regime, i.e. that
∆id is small. In that case, a sufficient condition for R̂ to be
at least as good as R̂X,∞ is ∆f ≤ ∆id, for all f ∈ F .
Intuitively, this states that if all transformations do not increase
the asymptotic tightness of the estimator by transforming the
underlying probability distribution with respect to the raw
distribution, taking the minimum over all transformations is
no worse than running the estimator with 1NN on infinite
samples. This condition can be seen empirically by inspecting
the linear shape of the 1NN-based BER estimator values
with increasing label noise for different transformations (c.f.,
Figure 2 on the left). One could weaken the condition for the
finite-sample regime, resulting in a sufficient condition for R̂
to perform better than R̂X,∞:

∀f ∈ F : δf + γf,n −∆f +∆id ≥ 0. (9)

For the second case, when R̂ performs poorly, we ask:
What is the worst-case error of underestimation? Using the
fact that 1NN error is trivially above the true BER (c.f., left
inequality of Equation 1), we can bound the difference of the
1NN-Based estimator value. In fact, the estimator value is at
most the scaling factor of Equation 2 away from the true BER
(i.e., 1/2 for a binary classification problem). However, our
analysis and empirical verification reveals that our estimator
of choice rarely ends up in the worst-case scenario. In fact,
R̂ is usually the optimal choice and, when it is not, we often
end up in the regime in which R̂X,∞ already performs well
and R̂ outperforms it.

Downscaling classifiers other than 1NN: As the worst-
case error holds for scaling down any classifier accuracy, one
could be tempted to use a downscaled version (e.g., dividing
by a constant c > 1, or by plugging the error value in place
of the 1NN error into the estimator of Equation 2) of other
classifiers as a proxy. Contrary to the 1NN-based estimators, it
is easy to show that for many datasets, any scaled version of a
proxy model accuracy quickly falls into this worst-case regime
(c.f., Figure 2 on the right, or Figure 4b in [47]), supporting
the challenges of the Strawman outlined in the introduction.



C. Additional Guidance

To support users of Snoopy in deciding whether to “trust”
the output of the system, regardless of the outcome, additional
information is provided. It comes in the form of (a) the
estimated BER and, thus, the gap between the projected
accuracy and the target accuracy, (b) the convergence plots
indicating the estimated BER value with respect to increased
number of training samples over all deployed BER estimators
(as illustrated in Figure 1), and (c) an additional estimate of
the required number of additional samples to reach the target
accuracy for the minimal transformation. Such an estimate is
fairly non-trivial. Although Snapp et. al. [51] suggest how to
approximate the kNN error by fitting a parametrized function
to sampled data, the number of samples required to attain
high confidence and accuracy is exponential in the feature
dimension. This method is thus not practical for either finite-
sample extrapolation, or estimating the BER, as shown in our
companion work [47]. Instead, to support users of Snoopy
beyond purely visual aids, we approximate the estimate based
on the 1NN error using a simple log-linear function [54]

log ((RX)n,k) ≈ −α log (n) + C, (10)

for two positive constants α and C. The idea of approximating
the error is motivated by recent observations of scaling laws
across different deep learning modalities [55], [56]. Notice
that Equation 10 should only be used to extrapolate the
convergence for a small number of additional data points. The
function (i.e., the exponential of the righthand side of Equa-
tion 10) is known to converge to 0, implying that regardless of
the label noise or true BER, it will always underestimate the
BER for a too large number of samples. We show the benefits
and failures of using this approximation in Section VI-C.

V. SYSTEM OPTIMIZATIONS

The suggested and theoretically motivated estimator from
the previous section relies on the 1NN classifier being evalu-
ated on a possibly large collection of publicly available pre-
trained feature transformations. We present optimizations that
improve the performance, making it more scalable.

Algorithm: There are five computational steps involved:
(i) Take user’s dataset with n samples: features

X1, X2, . . . , Xn and labels Y1, Y2, . . . , Yn.
(ii) For pre-defined m transformations F = {f1, f2, . . . , fm},

calculate the corresponding features for every sample in
the dataset by applying all the transformations in F .

(iii) For each feature transformation j ∈ [m], calculate the
1NN classifier error Rj = (Rfj(X))n,1 on the trans-
formed features fj(Xi), for all samples i ∈ [n].

(iv) Based on the 1NN classifier error, derive the lower-bound
estimates R̂fj(X),n using Equation 2.

(v) Report the overall estimate R̂ = minj∈[m] R̂fj(X),n.

Note that the dataset is split into training samples and test
samples. The test set is only used to estimate the accuracy of
the classifier and is typically orders of magnitude smaller than
the training set. The quality of Snoopy depends heavily on

Fig. 3. Improved Successive-Halving: At each point for each convergence
curve we construct a tangent and check whether there are more than half of
the remaining curves that are better than the tangent.

the list of feature transformations that are fed into it. Since we
take the minimum over all transformations in F , increasing the
size of the set only improves the estimator. On the downside,
an efficient implementation is by no means trivial with an ever-
increasing number of (publicly) available transformations.

Computational Bottleneck: When analyzing the previ-
ously defined algorithm, we realize that the major compu-
tational bottleneck comes from transforming the features.
Especially when having large pre-trained networks as feature
extractors, running inference on large datasets, in order to
get the embeddings, can be very time-consuming and result
in running times orders of magnitude larger than the sole
computation of the 1NN classifier accuracy. More concretely,
given a dataset with n samples and m feature transformations,
the worst case complexity is O(mn), which highlights the
importance of providing an efficient version of the algorithm.

Multi-armed Bandit Approach: Inspired by ideas for effi-
cient implementation of the nearest-neighbor search on hard-
ware accelerators [57], running inference on all the training
data for all feature transformations simultaneously is not nec-
essary. Rather, we define a streamed version of our algorithm
by splitting the steps (ii) to (iv) into iterations of fixed batch
size per transformation. This new formulation can directly be
mapped to a non-stochastic best arm identification problem,
where each arm represents a transformation. The successive-
halving algorithm [49], which is invoked as a subroutine inside
the popular Hyperband algorithm [7], is designed to solve this
problem efficiently. We can summarize the idea of successive-
halving as follows: Uniformly allocate a fixed initial budget
across all transformations and evaluate their performance.
Keep only the better half of the transformations, and repeat
this until a single transformation remains.

Improved Successive-Halving: We develop a variant of
successive-halving that further improves the performance. The
main idea comes from observing the convergence curve of a
kNN classifier. We know that under some mild assumptions,
the kNN error decreases as a function of n−2/d, where n
is the number of samples [58]. Therefore, we can assume
that the convergence curve is decreasing and convex. This
allows us to predict a simple lower bound for the convergence
curve at the end of each step – using the tangent through
the curve at the last known point, as illustrated in Figure 3.
If the tangent line at the end point is worse than half of
the remaining curves at the current point, the curve will not
proceed to the next round. To simplify the implementation,
we approximate the tangent by a line through the two last-



TABLE I
DATASETS AND SOTA PERFORMANCES.

Name Classes C Train / Test Samples SOTA %

MNIST 10 60K / 10K 0.16 [59]
CIFAR10 10 50K / 10K 0.63 [60]
CIFAR100 100 50K / 10K 6.49 [60]

IMDB 2 25K / 25K 3.79 [61]
SST2 2 67K / 872 3.2 [61]
YELP 5 500K / 50K 27.80 [61]

known values of the convergence curve and develop a variant
of successive-halving that uses this as a stopping condition. An
important property of our improvement is that the remaining
transformations after each step are the same as the ones
from the original successive-halving, which implies that all
theoretical guarantees of successive-halving still hold.

Parameters of Successive-Halving: We eliminate the de-
pendency on the initial budget by implementing the doubling-
trick (cf. Section 3 in [49]). The batch size of the iterations
has a direct impact on the performance and speedup of the
algorithm. This is linked to properties of the underlying
hardware and the fact that approximating the tangent for points
that are further apart becomes less accurate. Hence, we treat
the batch size as a single hyper-parameter, which we tune for
all transformations and datasets.

Efficient Incremental Execution: For the specific sce-
nario of incrementally cleaning labels until a target accuracy
is reachable, we provide a simple yet effective optimization
that enables re-running Snoopy almost instantly. After its
initial execution, the system keeps track of the label of a
single sample per test point – its nearest neighbor. As cleaning
labels of test or training samples does not change the nearest
neighbor, calculating the 1NN accuracy after cleaning any
training or test samples can be performed by iterating over
the test set exactly once, thus, providing real-time feedback.

VI. EXPERIMENTS

We now present the results of our empirical evaluation
by describing the benefits of performing a feasibility study
in general, and using the binary output of Snoopy over
other baselines. We focus on a specific use-case scenario
motivated in the introduction. We also show how the additional
guidance can increase trust in the binary signal. We then
analyze the generalization properties of our system on certain
vision tasks and conclude this section by performing a detailed
performance analysis of Snoopy. The code of Snoopy is
available via https://github.com/easeml/snoopy, whereas the
code to reproduce the results can be found under https:
//github.com/DS3Lab/snoopy-paper.

A. Experimental Setup

Datasets: We perform the evaluation on two data modal-
ities that are ubiquitous in modern machine learning and are
accompanied by strong state-of-the-art (SOTA) performances
summarized in Table I. Implicitly, a strong SOTA yields a
low natural BER (i.e., originating from all data quality dimen-
sions). The first group consists of visual classification tasks,

TABLE II
CIFAR-N DATASETS STATISTICS. THE VARIABLE ti,j REFERS TO AN

ELEMENT OF THE NOISE TRANSITION MATRIX t (C.F., SECTION III-A).

Dataset Noise maxi ti,i mini ti,i maxi̸=j ti,j

CIFAR10-Aggre 9% 17% 3% 10%
CIFAR10-Random1 17% 26% 10% 23%
CIFAR10-Random2 18% 26% 10% 23%
CIFAR10-Random3 18% 26% 10% 23%
CIFAR100-Noisy 40% 85% 8% 31%

including CIFAR10 [62], CIFAR100 [63], and MNIST [64].
The second group consists of standard text classification tasks,
where we focus on IMDB, SST2, and YELP [61]. We remark
that the SOTA values for SST2 and YELP are provided on
slightly different sizes of training sets.

We mainly focus our study on datasets with noisy labels.
The ML community usually works on high-quality, noise-free
benchmark datasets. As an exception, Wei et. al. [52] pub-
lished different noisy variants of the popular CIFAR datasets,
called CIFAR-N. The noise levels vary between 10% and
40% (c.f., Table II). The datasets are provided with their
noise transition matrix, allowing us to use the bounds derived
from Theorem 3.1. The assumption therein corresponds to
the each diagonal element being the maximal value per row,
which is given for all datasets. Supported by our theoretical
understanding of the impact of label noise on the BER and its
evolution, we also synthetically inject uniform label noise for
20% and 40% of the label into all six datasets from Table I.

Feature Transformations: We compile a wide range of
more than 15 different feature transformations per data modal-
ity, such as PCA and NCA [65], as well as state-of-the-art pre-
trained embeddings. The pre-trained feature transformations
are taken from public sources such as TensorFlow Hub,
PyTorch Hub, and HuggingFace, whereas PCA and NCA
are taken from scikit-learn5. The pre-trained embeddings can
either be directly accessed via the corresponding source, or
have to be extracted from the last-layer representations of pre-
trained neural networks. More details about the transforma-
tions supported, for each modality individually, can be found
in the extended version of this work [53].

Settings of Snoopy: When running Snoopy, we define
the time needed to reach the lowest 1NN error across all
embeddings based on multiple independent runs as described
in Section VI-F. These runtimes include the 1NN computation
and running inference on a single GPU, with the latter being
the most costly part, particularly for large NLP models. In
the end-to-end experiments, when re-running Snoopy after
having restored a fixed portion of the synthetically polluted
labels (set to 1% of the dataset size), we use the fact that the
“best” embedding did not change and, therefore, no additional
inference needs to be executed.

We compare with a diverse set of baselines that estimate the
BER: (i) training a logistic regression (LR) model on top of all
pre-trained transformations, (ii) running AutoKeras, and (iii)

5TensorFlow Hub: https://tfhub.dev, PyTorch Hub: https://pytorch.org/
hub, HuggingFace: https://huggingface.co/models/ and scikit-learn: https://
scikit-learn.org/

https://github.com/easeml/snoopy
https://github.com/DS3Lab/snoopy-paper
https://github.com/DS3Lab/snoopy-paper
https://tfhub.dev
https://pytorch.org/hub
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https://scikit-learn.org/
https://scikit-learn.org/


Fig. 4. Error Estimations vs. Time on three synthetics noise levels. The dashed horizontal lines represent the expected increase of the SOTA using Lemma 2.1.

fine-tuning a state-of-the-art (SOTA) foundation model [66]
for each data modality.

Baseline 1: LR Models: As mentioned before, when
training the logistic regression models we assume that the rep-
resentations for all the training and test samples are calculated
in advance exactly once. In the end-to-end experiments, after
having restored the same fixed portion of labels (i.e., 1% of
test and train samples), re-training the LR models does not
require any inference. We train all LR models on a single GPU
using SGD with a momentum of 0.9, a mini-batch size of 64
and 20 epochs. We select the minimal test accuracy achieved
over all combinations of learning rate in {0.001, 0.01, 0.1} and
L2 regularization values in {0.0, 0.001, 0.01}. We calculate
the average time needed to train a LR based on the best
transformation, without label noise, on all possible hyper-
parameters. The hyper-parameter search was conducted 5
independent times for any value of randomly injected noise.

Baseline 2: AutoML Systems: To mimic the use of an
AutoML systems on a single GPU without any prior dataset-
dependent knowledge, we run AutoKeras with the standard
parameters of a maximum of 100 epochs and 2 trials on top
of all datasets. We additionally run auto-sklearn with two dif-
ferent configurations to simulate a short execution time (max
1 hour), and a longer execution time (max 10 hours). Auto-
sklearn does not natively support text as input and we therefore
execute it using universal sentence embedding representations
omitting the time to extract those representations. We report
the mean of 5 independent executions in terms of times and
accuracy, noting little variance amongst the results.

Baseline 3: Finetune: The goal of this baseline is to
replicate the SOTA values achieved for all datasets. We remark
that this baseline is equipped with a strong prior knowledge
which is usually unavailable for performing a cheap feasibility
study and it only serves as a reference point. Unfortunately,
reproducing the exact SOTA values was not possible for any
of the dataset involved in the study, which is mainly due to
computational constraints and the lack of publicly available
reproducible code. We therefore perform our best, mostly man-
ual, efforts to train a model on the original non-corrupted data.
For multi-channel vision tasks (i.e., CIFAR10 and CIFAR100,
and its noisy variants), we fine-tune EfficientNet-B4 using the
proposed set of hyper-parameters [67], whereas for NLP tasks,
we fine-tune BERT-Base with 3 different learning rates and for
3 epochs [68], using a maximal sequence length of 512, batch
size of 6 and the Adam optimizer.

B. Evaluation of BER Estimations
We first evaluate Snoopy by comparing its BER estimation

of the best achievable accuracy with other baselines and show
how this benefits an end-to-end scenario.

Snoopy vs. Baselines on Synthetic Noise: In Figure 4
we present our main findings on three levels of realistically
injected label noise — 0%, 20% and 40%, which we visualize
by adding the increase of the SOTA (at the time of writing)
in expectation as horizontal lines to indicate a proxy of the
ground truth BER error. We see that Snoopy is comparable
to the short execution of auto-sklean whilst producing much
better estimations. Furthermore, Snoopy is much faster than
all other methods, often by orders of magnitude. The only
exception is YELP in which running over large models (e.g.,
GPT2 or XLNET) slows down Snoopy in a fashion compa-
rable to AutoKeras, whilst still outperforming it in terms of
the estimated accuracy. It also produces BER estimations that
are comparable, if not better than all other approaches. In fact,
it is often better than both LR and, particularly, AutoKeras. It
is only slightly worse than the LR classifier on text tasks for
IMDB and SST2, while being orders of magnitude faster.

Snoopy vs. Baselines on Real Noise: In Figure 5 we
run the same set of experiments for real noisy variants of
CIFAR10 and CIFAR100 from [52]. We realize that Snoopy
constantly outperforms all baselines both in terms of speed
and estimation accuracy. When comparing the error values to
the lower and upper bounds, we realize that whilst Snoopy
remains inside the bounds, there is a considerable gap between
them. Nonetheless, Snoopy produces estimates close to the
expected increase of the SOTA using Theorem 3.1.

Is Taking the Minimum Necessary? When analyzing the
performance of the system with respect to the number of
feature transformations, one might ask the question whether
a single transformation always outperforms all the others and
hence makes the selection of the minimal estimator obsolete.
When conducting our experiments, we observed that selecting
the wrong embedding can lead towards a large gap when
compared to the optimal embedding, e.g., favoring the em-
bedding USELARGE over XLNET on IMDB doubles the gap
of the estimated BER to the known SOTA value [47], whereas
favoring XLNET over USELARGE on SST2 increases the gap
by 1.5×, making proper selection necessary (c.f., Figure 6).

C. Usefulness of the Additional Guidance
When evaluating the 1NN estimator accuracy for varying

label noise, and its convergence under different feature trans-



Fig. 5. Error Estimations vs. Time on multiple real noisy variant of CIFAR10 and CIFAR100 (c.f., Table II). The dashed horizontal lines represent bounds
and the expected increase of the SOTA using Theorem 3.1.

Fig. 6. Impact of fixing a single feature transformation.

Fig. 7. CIFAR100 - Different noise levels and targets.

Fig. 8. CIFAR100 - (Left) Extrapolation accuracy to the full dataset based on
a fraction of the samples. (Right) Approximation based on 5% of the samples.

formations, we see that even the best transformations are con-
stantly over-estimating the lower bound when increasing label
noise, validating the key arguments for taking the minimum
over all estimators. All the results indicate the median, 95%
and 5% quantiles over multiple independent runs (i.e., 10 for
YELP and 30 otherwise). We observe the presence of much
more instability in SST2 when compared to other datasets.
This is not at all surprising since SST2 has a very small
test set consisting of less than one thousand samples, as seen
in Table I. This naturally results in higher variance and less
confidence for the 1NN classifier accuracy compared to the
larger number of test samples for the other datasets.

Figure 7 illustrates a convergence plot for a fixed embedding

(EfficientNet-B5) and the clean CIFAR100 dataset injected
with 20% and 40% label noise respectively. The two target
accuracies visualized by a horizontal line represent exactly the
noise level, and the noise level plus 10%. Note that the noise
level is only reachable if the original BER of the dataset is
zero. From the visualizations, the target of 0.5 on the dataset
with 0.4 noise is highly likely. By using the approximation
from Equation 10, we realize that less than 10K more samples
should suffice to attain this accuracy. Conversely, for a target
of 0.3 and 0.2 noise, although possibly realizable, the number
of additional samples to verify the quality of the extrapolation
is already more than 260K. Note that Equation 10 converges
to zero, and therefore any target can be realizable. Targeting
exactly the label noise for each of the datasets yields an
extrapolated number of more than 16M and 84M, which
both should be seen as not trustworthy approximations based
on the much smaller number of available samples in the
training set. This thus implies that the target accuracy is not
achievable based on the given transformations and numbers
of samples. To illustrate this fact, we subsample the low label
noise dataset and the same embedding for a fixed fraction.
We then extrapolate the achievable target for the full dataset
(i.e., 50K training samples) and plot the difference between the
extrapolated target and the true BER estimate in Figure 8 on
the left. The right part of Figure 8 illustrates the extrapolation
based on 5% of the samples. Notice that this provided example
illustrates when to trust the estimated number of additional
samples required using Equation 10 (i.e., when the number if
relatively low), not the BER estimate of Snoopy. The same
results can easily be shown for any other dataset.

D. End-to-end Use Case
How can we take advantage of Snoopy to help practical

use cases? In this section, we focus on a specific end-to-end
use case of a feasibility study in which the user’s task contains
a target accuracy and a representative, but noisy dataset. The
goal is to reach the target accuracy. At each step, the user can
perform one of the following three actions: (1) clean a portion
of the labels, (2) train a high-accuracy model using AutoKeras
or fine-tune a state-of-the-art pre-trained model, (3) perform
a feasibility study by either using the cheap LR model or
Snoopy. To simulate the cleaning process on a noisy dataset,
which usually requires human interactions of an expert labeler,
we focus on the manually polluted datasets with synthetic
label noise, where we can simply restore the original label



Fig. 9. CIFAR100 - End-to-end use case, cheap labels.

Fig. 10. CIFAR100 - End-to-end use case, expensive labels.

from the dataset. Being aware of different human costs for
cleaning labels in real-world scenarios (i.e., depending on the
application and the required expertise), we compare the impact
of different cost scenarios outlined below. We report the mean
(accuracy and run-time) over at least 5 independent runs.

Different User Interaction Models: We differentiate two
main scenarios in our end-to-end experimental evaluation: (1)
without feasibility study and (2) with feasibility study. Without
a feasibility study, users will start an expensive, high-accuracy
run (i.e., running the fine-tuning baseline) using the input
data. If the achieved accuracy is below the desired target,
users will clean a fixed portion of the data (1%, 5%, 10%, or
50%, which we call steps) and re-run the expensive training
system. This is repeated until a model reaches the desired
accuracy or all labels are cleaned. With a feasibility study,
users alternate between running the feasibility study system
and cleaning a portion of the data (set to 1% of the data) until
the feasibility study returns a positive signal or all labels are
cleaned. Finally, a single expensive training run is performed.
The lower bound on computation is given by training the
expensive model exactly once.

Different Cost Scenarios: We measure the cost in hy-
pothetical “dollar price” for different regimes, depending on
the human-labeling costs and on the machine costs. For the
former, we define two scenarios: ’free’, ’cheap’ (0.002 dollars
per label, resulting in 500 labels per dollar) and ’expensive’
(0.02 dollars per label, resulting in 50 labels per dollar). For
the latter, we fix the machine cost to 0.9$ per hour (the current
cost of a single GPU Amazon EC2 instance).

Key Findings: We only present the results on CIFAR100
here and leave the rest to the extended online version of this
work [53] —we observe similar results on all datasets for a
wide range of initial noise levels and target accuracies. We

show the results in Figures 9 and 10, for 2 different cost
setups described above (cheap and expensive), each over 2
values of the initial noise (0.40, 0.20) and, respectively, 2 target
accuracies (0.60, 0.80). Each dot represents the result of one
run of the expensive training process. More results for the third
cost scenario and other datasets can be found in [53].

(I) Feasibility Study Helps.: When comparing the costs
of repetitively training an expensive model to those of using
an efficient and accurate system that performs a feasibility
study, such as Snoopy, we see significant improvements
across all results (c.f., blue vs. brown lines in Figure 9).
Without a system that performs a feasibility study, users are
facing a dilemma. On the one hand, if one does not train an
expensive model frequently enough, it might clean up more
labels than necessary, to achieve the target accuracy, e.g.,
FineTune (step 50%), which makes it intense on the human-
labeling costs. This can be seen by the size of the vertical
gap between the end point of a method and the horizontal line
indicating the minimum number of samples to be cleaned to
achieve the target accuracy. On the other hand, if one trains an
expensive model too frequently, visible in the number of stairs
for expensive fine-tune lines or the steepness of the curves
for faster methods, it becomes computationally expensive,
wasting a lot of computation time. With a feasibility study,
the user can balance these two factors better. As running low-
cost proxy models is significantly cheaper than training an
expensive model, the user can get feedback more frequently
(having in mind the efficient incremental implementation from
Section V). Finally, notice that when we enter the label-cost
dominated regime (e.g., Figure 10), one seeks at cleaning the
minimum amount of labels necessary, ignoring the computa-
tional costs. Nevertheless, finding the right step size is critical,
making it a difficult task.

(II) Snoopy Outperforms Baselines.: When comparing
different estimators that can be used in a feasibility study, in
most cases, Snoopy is more effective compared to running
a cheaper model such as LR, with its accuracy as a proxy.
Snoopy offers significant savings compared to LR when the
labeling costs are high. The LR model will often be of a lower
accuracy than an expensive approach; hence, it requires to
clean more labels than necessary to reach the target. We note
that there are cases (e.g., for IMDB) where the best LR model
yields a lower error than the BER estimator used by Snoopy.
In such cases, there exists a regime where the costs of using
the LR proxy are comparable or superior to using Snoopy
despite being more expensive to compute. However, we see
this as an exception and Figure 9 clearly show that the LR
proxy is usually significantly more costly than using Snoopy.

E. Generalization to Other Tasks

In this section we examine two potential limitations of
Snoopy, when deployed on a new task: (i) its dependence
on large datasets, and (ii) the necessity of having “good”
pre-trained feature transformations for the given task. For
this, we use the results of [15] on the popular visual task
adaptation benchmark (VTAB) [69] which is known to be a



Fig. 11. Snoopy vs. Maximal fine-tune accuracies on VTAB (Left) for pro-
prietary expert models derived from [15] and (Right) for public models from
Huggingface: Showing Snoopy’s generalization ability on small datasets and
embeddings trained on different tasks.

Fig. 12. Different selection strategies for (Left) CIFAR10, (Right) CIFAR100.

diverse collection of datasets (19 different tasks), each being
small (1K training samples), and our collection of pre-trained
transformations does not contain any trained on these datasets.
Additionally, we fine-tune the same 19 datasets on a set of 235
publicly available PyTorch models from Huggingface.

To validate that Snoopy does not suffer from the above
limitations, in Figure 11 we illustrate the difference between
Snoopy’s predictions and the best achieved post-fine-tune ac-
curacies. We observe that on most datasets, Snoopy produces
a useful estimate of the fine-tune accuracy (except for some
negative transfer results enabled by the low data regime) for
both proprietary expert models and publicly available models.
The estimates of the later are slightly shifted to the right as
expected. Even though this is sufficient to say that the currently
available embeddings are supporting Snoopy’s performance,
we expect this figure to improve over time as more and better
embeddings become publicly available via repositories such as
Huggingface, which also start including learned representation
for different modalities such as tabular data.

F. Efficiency of Snoopy

We saw that the gain of using Snoopy comes from having
an (i) efficient estimator of (ii) high accuracy. Those two
requirements are naturally connected. While having access
to more and “better” (pre-trained) transformations is key
for getting a high accuracy of our estimator, it requires the
implementation of our algorithm to scale with respect to the
ever-increasing number of transformations.

Runtime Analysis: To showcase the importance of the
successive-halving (SH) algorithm, with and without the tan-
gent method presented in Section V, we compare different
strategies for deploying the 1NN estimator in Figures 12. The
strategies are evaluated with respect to the runtime (averaged
across multiple independent runs on a single Nvidia Titan

Fig. 13. Incremental execution (log scale): On all datasets, rerunning Snoopy
incrementally is several orders of magnitude faster than running from scratch.

Xp GPU) needed to reach an estimation within 1% of the
best possible value using all the training samples. Running
the estimator only on the transformation yielding the minimal
result is referred to as the perfect strategy providing a lower
bound, whereas we also test the uniform allocation baseline
described in [49]. We report the runtime by selecting the best
batch size out of 1%, 2%, or 5% of the training samples.
We observe that running the entire feasibility study using
Snoopy on CIFAR100 on a single GPU takes slightly more
than 16 minutes, whereas the largest examined NLP dataset
YELP requires almost 8.5 hours, with a clear improvement of
SH with the tangent method over the one without. Putting
these numbers into context, fine-tuning EfficientNet-B4 on
CIFAR100 on the same GPU with one set of hyper-parameters
(out of the 56 suggested by the authors [67]) requires almost
10 hours (without knowing whether other embeddings would
perform better), whereas training large NLP models usually
requires several hundred accelerators [70].

Incremental Execution: In Figure 13, not surprisingly,
we see the benefit of Snoopy’s ability to quickly rerun
incremental evaluation described in Section V. Compared to
running from scratch, we see that incremental execution is
faster by several orders of magnitude on all datasets.

VII. CONCLUSION
We present Snoopy, a novel system that enables a sys-

tematic feasibility study for ML application development.
By consulting a range of estimators of the Bayes error and
aggregating them in a theoretically justified way, Snoopy
suggests whether a predefined target accuracy is achievable.
We demonstrate system optimizations that support the usability
of Snoopy, and scale with the increase in the number and
diversity of available pre-trained embeddings in the future.
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“A data quality-driven view of mlops,” Data Engineering, p. 11, 2021.

[40] K. Fukunaga and L. Hostetler, “k-nearest-neighbor Bayes-risk estima-
tion,” IEEE Transactions on Information Theory, vol. 21, no. 3, pp.
285–293, 1975.

[41] P. A. Devijver, “A multiclass, k-NN approach to Bayes risk estimation,”
Pattern recognition letters, vol. 3, no. 1, pp. 1–6, 1985.

[42] K. Fukunaga and D. M. Hummels, “Bayes error estimation using parzen
and k-NN procedures,” IEEE Transactions on Pattern Analysis and
Machine Intelligence, vol. 9, no. 5, pp. 634–643, May 1987.

[43] L. J. Buturovic and M. Z. Markovic, “Improving k-nearest neighbor
bayes error estimates,” in 11th IAPR International Conference on Pattern
Recognition. Vol. II. Conference B: Pattern Recognition Methodology
and Systems, vol. 1. IEEE Computer Society, 1992, pp. 470–471.

[44] T. Pham-Gia, N. Turkkan, and A. Bekker, “Bounds for the Bayes error
in classification: A Bayesian approach using discriminant analysis,”
Statistical Methods & Applications, vol. 16, no. 1, pp. 7–26, Jun. 2007.

[45] V. Berisha, A. Wisler, A. O. Hero, and A. Spanias, “Empirically
estimable classification bounds based on a nonparametric divergence
measure,” IEEE Transactions on Signal Processing, vol. 64, no. 3, pp.
580–591, 2016.

[46] S. Y. Sekeh, B. L. Oselio, and A. O. Hero, “Learning to bound the multi-
class Bayes error,” IEEE Transactions on Signal Processing, 2020.



[47] C. Renggli, L. Rimanic, N. Hollenstein, and C. Zhang, “Evaluating bayes
error estimators on read-world datasets with feebee,” Advances in Neural
Information Processing Systems (Datasets and Benchmarks), vol. 34,
2021.

[48] L. Rimanic, C. Renggli, B. Li, and C. Zhang, “On convergence of nearest
neighbor classifiers over feature transformations,” Advances in Neural
Information Processing Systems, vol. 33, 2020.

[49] K. Jamieson and A. Talwalkar, “Non-stochastic best arm identification
and hyperparameter optimization,” in Artificial Intelligence and Statis-
tics, 2016, pp. 240–248.

[50] K. Fukunaga and D. Kessell, “Nonparametric Bayes error estimation
using unclassified samples,” IEEE Transactions on Information Theory,
vol. 19, no. 4, pp. 434–440, 1973.

[51] R. R. Snapp and T. Xu, “Estimating the Bayes risk from sample data,” in
Advances in Neural Information Processing Systems, 1996, pp. 232–238.

[52] J. Wei, Z. Zhu, H. Cheng, T. Liu, G. Niu, and Y. Liu, “Learning with
noisy labels revisited: A study using real-world human annotations,” in
International Conference on Learning Representations, 2022.

[53] C. Renggli, L. Rimanic, L. Kolar, W. Wu, and C. Zhang, “Automatic
feasibility study via data quality analysis for ml: A case-study on label
noise,” arXiv preprint arXiv:2010.08410, 2022.

[54] T. Hashimoto, “Model performance scaling with multiple data sources,”
in International Conference on Machine Learning. PMLR, 2021, pp.
4107–4116.

[55] J. Kaplan, S. McCandlish, T. Henighan, T. B. Brown, B. Chess, R. Child,
S. Gray, A. Radford, J. Wu, and D. Amodei, “Scaling laws for neural
language models,” arXiv preprint arXiv:2001.08361, 2020.

[56] J. S. Rosenfeld, A. Rosenfeld, Y. Belinkov, and N. Shavit, “A construc-
tive prediction of the generalization error across scales,” in International
Conference on Learning Representations, 2020.

[57] J. Johnson, M. Douze, and H. Jégou, “Billion-scale similarity search
with gpus,” IEEE Transactions on Big Data, 2019.

[58] R. R. Snapp, D. Psaltis, and S. S. Venkatesh, “Asymptotic slowing down
of the nearest-neighbor classifier,” in Advances in Neural Information
Processing Systems, 1991, pp. 932–938.

[59] A. Byerly, T. Kalganova, and I. Dear, “A branching and merging
convolutional network with homogeneous filter capsules,” arXiv preprint
arXiv:2001.09136, 2020.

[60] A. Kolesnikov, L. Beyer, X. Zhai, J. Puigcerver, J. Yung, S. Gelly, and
N. Houlsby, “Large scale learning of general visual representations for
transfer,” arXiv preprint arXiv:1912.11370, 2019.

[61] Z. Yang, Z. Dai, Y. Yang, J. Carbonell, R. R. Salakhutdinov, and
Q. V. Le, “Xlnet: Generalized autoregressive pretraining for language
understanding,” in Advances in Neural Information Processing Systems,
2019, pp. 5754–5764.

[62] A. Dosovitskiy, L. Beyer, A. Kolesnikov, D. Weissenborn, X. Zhai,
T. Unterthiner, M. Dehghani, M. Minderer, G. Heigold, S. Gelly et al.,
“An image is worth 16x16 words: Transformers for image recognition
at scale,” arXiv preprint arXiv:2010.11929, 2020.

[63] P. Foret, A. Kleiner, H. Mobahi, and B. Neyshabur, “Sharpness-aware
minimization for efficiently improving generalization,” in International
Conference on Learning Representations, 2020.

[64] A. Byerly, T. Kalganova, and I. Dear, “No routing needed between
capsules,” Neurocomputing, 2021.

[65] Z. Wu, A. A. Efros, and S. X. Yu, “Improving generalization via scalable
neighborhood component analysis,” in Proceedings of the European
Conference on Computer Vision (ECCV), 2018, pp. 685–701.

[66] R. Bommasani, D. A. Hudson, E. Adeli, R. Altman, S. Arora, S. von
Arx, M. S. Bernstein, J. Bohg, A. Bosselut, E. Brunskill et al.,
“On the opportunities and risks of foundation models,” arXiv preprint
arXiv:2108.07258, 2021.

[67] M. Tan and Q. Le, “Efficientnet: Rethinking model scaling for con-
volutional neural networks,” in International Conference on Machine
Learning. PMLR, 2019, pp. 6105–6114.

[68] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “Bert: Pre-training
of deep bidirectional transformers for language understanding,” arXiv
preprint arXiv:1810.04805, 2018.

[69] X. Zhai, J. Puigcerver, A. Kolesnikov, P. Ruyssen, C. Riquelme, M. Lu-
cic, J. Djolonga, A. S. Pinto, M. Neumann, A. Dosovitskiy et al.,
“A large-scale study of representation learning with the visual task
adaptation benchmark,” arXiv preprint arXiv:1910.04867, 2019.

[70] J. Rasley, S. Rajbhandari, O. Ruwase, and Y. He, “Deepspeed: System
optimizations enable training deep learning models with over 100 billion
parameters,” in Proceedings of the 26th ACM SIGKDD International

Conference on Knowledge Discovery & Data Mining, 2020, pp. 3505–
3506.


	Introduction
	Preliminaries
	Evaluating Bayes Error Estimators on Real-World Datasets
	On Convergence of Nearest Neighbor Classifiers over Feature Transformations

	Design of Snoopy
	Data Quality Issues and the BER

	Implementation
	``Just a Lightweight AutoML System?''
	Theoretical Analysis
	Additional Guidance

	System Optimizations
	Experiments
	Experimental Setup
	Evaluation of BER Estimations
	Usefulness of the Additional Guidance
	End-to-end Use Case
	Generalization to Other Tasks
	Efficiency of Snoopy

	Conclusion
	References

