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ABSTRACT
Data visualizations can be complex or involve numerous data points,
making them impractical to navigate using screen readers alone.
Question answering (QA) systems have the potential to support
visualization interpretation and exploration without overwhelming
blind and low vision (BLV) users. To investigate if and how QA
systems can help BLV users in working with visualizations, we con-
ducted aWizard of Oz study with 24 BLV people where participants
freely posed queries about four visualizations. We collected 979
queries and mapped them to popular analytic task taxonomies. We
found that retrieving value and finding extremum were the most
common tasks, participants often made complex queries and used
visual references, and the data topic notably influenced the queries.
We compile a list of design considerations for accessible chart QA
systems and make our question corpus publicly available to guide
future research and development.

CCS CONCEPTS
• Human-centered computing→ Empirical studies in acces-
sibility; Empirical studies in visualization.
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1 INTRODUCTION
Digital data visualizations are becoming increasingly common as
an effective way to communicate information by allowing users
to explore complex data [43]. However, their efficacy presupposes
the powerful capabilities of human visual perception to process
information. Visualizations can therefore disenfranchise people
with 1blind and low vision (BLV) unless they can be accessed through
a non-visual modality [49].

We use both people first language (people who are BLV) and identity first language
(BLV people) depending on the grammar of a sentence, and in recognition that some
people want their visual impairment acknowledged as an essential identifier and others
do not. We also use BLV people and BLV users interchangeably.

Many assistive technologies have been developed to enable BLV
users to access visualizations by leveraging sensory modalities
beyond vision, such as sound, texture, or text (e.g., [21, 64, 89]).
However, some modalities are more limited than others when it
comes to their generalizability and their likelihood of being adopted
outside of controlled environments. Tactile visualizations, for ex-
ample, require specialized hardware such as a haptic display and
embossing machine, which can be expensive or not widely avail-
able (e.g., [12, 28, 78]). Tactile perception has a steep learning curve
for interpreting the signal [19, 27]. Audio channels are unable to
present multiple sound sources to represent multiple data at the
same time due to the limitation of auditory perception [55]. Fur-
thermore, auditory perception in decoding data is error-prone and
varies from person to person (e.g., [63, 77, 80]).

One promising alternative style of interaction that can help
BLV users analyze and explore data presented in visualizations is
question answering (QA). QA systems allow users to formulate their
queries using natural utterances without needing to interact with
interface elements. Moreover, QA systems can support user agency
compared to tools that try to bring accessibility with alternative
text. QA systems are proposed and deployed in a variety of fields,
including medical diagnosis [1], online education [82], law [17], and
open-domain queries [88]. Within the visualization community too,
several chart QA systems have been implemented [36, 39, 53, 64]
to help users understand visualizations and the underlying data.

However, while few chart QA systems mention BLV people as
possible audience, most consider accessibility only as a byproduct.
To develop a comprehensive chart QA system that can address
most BLV users’ needs, developers must be mindful of how and
why BLV people interact with such a system. The purpose of this
work is to provide future developers with a concrete set of design
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considerations for creating QA systems intended for BLV users.
More specifically, we explore the following research questions:

• RQ1: When, where, and why do BLV people want to use a
chart QA system?

• RQ2: What kinds of queries do BLV people make and what
factors influence their queries?

• RQ3: Can current QA systems for sighted people support
BLV people’s queries? If not, what design aspects must future
accessible chart QA systems consider?

We recruited 24 BLV people and conducted a Wizard of Oz study
where a researcher pretended to be a QA system. We collected a
total of 979 queries and analyzed them through the lens of popular
taxonomies of visualization analysis tasks. We found that 73% of
the queries were data-related, whereas 27% were about the context,
topic, or graphical elements of the visualization. About half of the
queries focused on the tasks of finding extrema, retrieving value,
or computing derived value after filtering by attribute. Providing a
data table alongside the visualization did not influence the types of
queries participants asked. To contextualize our observations, we
compared the queries collected from our study to those compiled
by sighted individuals from an existing study [39]. We found that
participants in our study asked more complex queries. We also
analyzed instances where the existing chart QA system failed to
respond to queries from our study. Based on these analyses and find-
ings, we derive design considerations for the future development
of chart QA systems for BLV users.

In summary, our contributions are three-fold.

• We conduct a Wizard of Oz study with BLV people to understand
if and how QA systems can help their visualization comprehen-
sion and report the observations from the study illustrating their
needs and preferences of QA systems.

• We characterize the queries that BLV people ask to a chart QA
system to elicit better design considerations for future systems.

• We release a collection of queries asked by BLV people to inform
future research.

2 BACKGROUND & RELATEDWORK
2.1 Data Visualization Accessibility
With the growing adoption of data visualizations across disciplines,
addressing diverse audiences’ needs has become a vital concern [42].
Among those audiences, supporting people with disabilities is a
critical societal issue [49]. While the higher information processing
bandwidth of vision is what makes data visualizations effective, it
conversely puts a strong barrier for BLV people [49]. The inability
to access information can adversely impact education [24] and
employment opportunities [84] as well as people’s decision-making
on finances, health, and other everyday activities [70].

To confront this problem, prior work has investigated how to
use non-visual modalities such as speech, sound, and texture [40].
Tactile and haptic systems provide a simultaneous and on-demand
exploration of data trends but require additional motor movement,
and can be difficult to perceive [27]. Sonification promptly conveys
data by the dimensions of sound such as pitch and volume [80],
but data details can be lost in translation. Multi-modal systems
(e.g., [9]) can overcome the limitations of a single modality, but

are costly and may not be affordable for most BLV people. Due
to these reasons, screen readers which use text/speech modality
are the most common assistive technology, especially for browsing
web-based content [41, 81].

A standard approach to making a chart accessible is to describe
it with what is called an alternative text (alt text). For images on
the web, it is a popular method that has been empirically stud-
ied with BLV users [72]. There are in-depth guidelines on how to
write effective text for communicating essential insights of a data
visualization, including the overall message, visual structure, and
data trends [7, 33, 48, 61]. The alt text approach has been used for
decades and works reasonably well for simple charts. However, it is
confined to a short text and simple conclusion [83], and faced with
additional challenges due to the new advancement in data visual-
izations that make them more intricate and more interactive [32].
Providing long descriptions and data tables are often suggested to
tackle these challenges, but they deprive data visualizations of their
benefit and cannot address the users’ different needs and ways in
which they explore visualizations [48, 70].

Practitioners and researchers have both investigated ways to
address these new challenges. The HighCharts [30] visualization
library for instance, in 2017, began developing accessible chart
navigation that provides a robust semantic levels of description,
with the technique inspired by MathJax [13]. Visa Chart Compo-
nents [74] offers a framework agnostic visualization design that
grants users access to the raw data. A number of research studies
have investigated the development of tools that can parse the under-
lying data from an image of a visualization [14, 34]. Another set of
studies focuses on building systems that support interaction. Some
of them can provide users with higher-level information such as the
minimum and the maximum data value [26] and the average [14].
Others focus on streamlining the user experience by, for example,
designing an efficient navigation strategy and having a rich natural
language description [22, 23, 91].

Still, accessing the underlying data does not warrant on-demand
data operations such as filtering and sorting, and interactive fea-
tures can be difficult to learn and time-consuming. Voice-based
interfaces have been carefully studied and developed in the con-
text of BLV users, especially as virtual assistants (e.g., [3, 10, 76]).
However, only a few of the existing systems hint at the possibility
of applying natural language interfaces to data visualizations. For
instance, Murillo-Morales & Miesenberger [52], shared a prototype
system where the user can ask predefined questions including ask-
ing about themean, extremes, and the range of data. Recently, Sharif
et al. [64, 65] adopted a similar approach in building a JavaScript
plug-in, VoxLens, whose QA module can answer questions that
contain predefined words like “maximum”, “minimum”, “median”,
and “mode”. In a follow-up study [65], the authors also extended
VoxLens to specifically support the querying of geospatial visual-
izations, including new analytic tasks and question types. We also
explore the idea of QA systems to aid BLV users and consider a
variety of visualizations that one might encounter as part of online
news articles. In doing so, we complement prior work that largely
focuses on data exploration and investigate the overlaps and unique
challenges that arise when the scope of user questions expands be-
yond analytic functions to also include more general visualization
interpretation and data understanding.
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2.2 Chart Question Answering Systems
Question answering has been a long-standing topic of research in
the fields of natural language processing and computer vision. Prior
work has explored QA systems in the context of images (e.g., [5, 6,
47, 86]), videos (e.g., [44, 45, 87]), databases (e.g., [2, 56, 73, 79, 90]),
and more recently, even data visualizations (e.g., [35–37, 39, 50, 66]).
Given our focus on visualizations, we briefly expand upon prior
work on chart QA systems below.

FigureQA [37] is a corpus of question-answer pairs about basic
visualizations (bar charts, line charts, and pie charts). It focuses on
questions that can be answered with yes/no responses and tasks
such as verifying extreme values (e.g., "Is X the maximum?") and
finding intersections (e.g., "Does X intersect Y?"). DVQA [35] ex-
pands the idea of visualization QA beyond yes/no questions. Ques-
tions that focus on the chart structure (e.g., "How many bars are
there?"), data retrieval (e.g., "What is the value of the third bar from
the left?"), and reasoning (e.g., "Which item sold the most units
in any store?") are included, among others. While both FigureQA
and DVQA were instrumental in promoting the development of QA
models for data visualizations, they were developed using charts
that show synthetically generated data. To help design models
that are more applicable to real-world scenarios, Mehani et al. [50]
introduced the PlotQA dataset which contains over 28.9 million
questions about charts from real-world data and crowdsourced
question templates. Kim et al. [39] present a system that builds
upon Sempre [56], a table QA system, to also support questions
that contain references to graphical elements (e.g., x and y axes,
length, size). Besides answering questions, their system also gen-
erates a brief sentence explaining how it got the answer (e.g., "I
looked up what the blue represents by looking at the legend").

While chart QA systems and datasets often advertise visualiza-
tion accessibility as their potential application, it has never been
their main pursuit. They do not explicitly take into account ques-
tions posed by BLV users, and often presume the interaction behav-
ior of BLV users would be similar to that of sighted users. Nonethe-
less, prior work in other areas such as image QA has debunked this
presumption by suggesting that the questions and phrasings used
by BLV users are notably different from those posed by sighted
users [18, 29]. Along these lines, we explore the task of supporting
chart QA for BLV users to provide insight into how they interact
with such a system. We highlight both the types of questions people
ask and how they phrase their questions. Finally, we distill them
into design considerations for future QA systems that can support
BLV users in interpreting visualizations and querying data through
visualizations.

3 WIZARD OF OZ: UNDERSTANDING IF AND
HOW BLV USERS INTERACTWITH A
CHART QA SYSTEM

We conducted a Wizard of Oz study to understand BLV people’s
expectations from a chart QA system and identify notable querying
patterns. We chose the Wizard of Oz methodology to focus on
defining the range of interactions of the user, while offering a
realistic setting that induces natural interaction [16, 20].

3.1 Goals of the Study
The study aims to address the following questions that can guide
the design of an accessible chart QA system.

• Understanding motivations: Understanding motivations is the
first step in designing any system. We want to understand the value
of QA systems as perceived by BLV people. Do they wish to use QA
systems? If so, why?We also want to identify specific circumstances
where they would find a QA system useful.

• Understanding user queries: Analyzing queries of BLV people
can help us understand the target population’s needs. They can
then inform how we should design language parsers for chart QA
systems from an accessibility standpoint. Specifically, we want
to address questions such as: To what extent do BLV users ask
visualization-related queries vs. data-related queries? Are the char-
acteristics of queries different when the underlying data can be
accessed via a table? What analytical tasks do users want to per-
form with their queries? Do any external and internal factors, such
as familiarity with the topic, influence the types and the phrasing
of queries?

• Other design considerations: We want to identify any other
insights that can inform system design. For instance, how should
chart QA systems for BLV people be different from current chart
QA systems? In what ways can we piggyback on existing systems
built for sighted users?

3.2 Participants
We recruited participants through mailing lists hosted by organi-
zations serving BLV people (e.g., the National Federation of the
Blind). Our recruitment criteria were that users must be 1) at least
18 years old, 2) legally blind, and 3) must use screen readers daily.
We recruited a total of 24 participants who met the criteria. 11
participants identified themselves as female, and 13 identified them-
selves as male. The average age of the participants was 34 (SD=9).
Participants were compensated with a $25 gift card for their partici-
pation. Each session lasted 54 minutes on average (SD=18). Among
24 participants, 21 were blind and 3 had low vision. The detailed
participants’ information including education level, onset age, and
assistive technology use is attached as a supplementary material.

3.3 Study Stimuli
3.3.1 User Stimuli. To emulate a real-world visualization reading
scenario, we designed four study stimuli from online news articles.
We included stimuli covering a variety of topics and four commonly
used chart types (Figure 1). To communicate visualizations to par-
ticipants, we authored an alt text for each visualization based on
prior work prescribing effective alt text for BLV users [33, 48]. We
ensured that each alt text conveyed the same type of information
regardless of the chart type. While it is not always the case in
the wild, accessibility guidelines (e.g., [60, 75]) often encourage
authors to add data tables alongside visualizations to give users
access to raw data. To observe potential differences in the type
of queries formulated with and without data tables, we provide
the corresponding data table for selected two of the stimuli, coun-
terbalancing all stimuli presented with the tables. All participants
examined all four stimuli in a randomized order.
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ID Visualization Alternative Text

V1

The number of homes for sale nationally 
in the last 6 years

Line chart (2 quantitative variables)

A line chart depicting the number of homes for sale in the United States. The x axis represents years ranging from 2015 to 2021 in 
2 years increments. The y axis represents the number of homes for sale from 250000 to 1.5 million in increments of 250000. The 
line is overall decreasing. There is a trend each year of the number of homes gradually increasing until the middle of a year, then 
decreasing at the end of the year. There is a significant decrease between 2020 to 2021. The chart shows that currently, in 2021, 
there are 468000 homes for sale.

V2

Temperature anomalies over time

Bar chart (2 quantitative, 1 categorical)

A bar chart depicting the global annual temperature anomalies. The x axis represents years from 1880 to 2021. The y axis on the 
right represents temperatures in Fahrenheit ranging from -1.08 Fahrenheit to 1.80 Fahrenheit. The negative temperature 
anomalies are represented by blue bars. They are placed on the left side of the bar chart. The overall trend is that from 1880, the 
temperature anomalies decrease overall to a low of around -0.75 Fahrenheit then increase until 0 Fahrenheit in 1940. The positive 
temperature anomalies are represented by red bars. The overall trend is that from 1940, the temperature anomalies increase from 
0 Fahrenheit until 2021 up to 1.80 Fahrenheit.

V3

Life expectancy vs. GDP per capita by 
country

Scatterplot  (2 quantitative, 1 categorical)

A scatterplot depicting life expectancy versus GDP per capita in 2018. The x axis represents GDP per capita from $0 to $100000. 
The increments are $1000, $2000, $5000, $10000, $20000, $50000, and $100000. The y axis represents life expectancy at birth 
from 50 years to 80 years. The increments are by 5 years. Points that represent countries in Africa are colored in purple, Asia in 
green, Europe in blue, North America in orange, Oceania in brown, and South America in red. The size of a point is relative to the 
corresponding country’s population. Points that represent Africa are in the overall lower range. Points that represent Asia are in 
the medium to upper range. Points that represent North America are in the medium-upper to upper range. Points that represent 
Europe are in the upper range. Points that represent South America are in the medium-upper range. Points that represent 
Oceania are in the upper range.

V4

Population receiving at least one dose of 
Covid-19 vaccine

Choropleth (1 quantitative, 1 categorical)

A global map in which countries are colored in different shades of green according to the share of the population that have been
fully vaccinated with Covid-19 vaccine. 0% is the lightest shade of green, and 100% is the darkest shade of green. Most of North
America is represented by the darker shades of green, likely in the 80% to 100% range. In South America, although there are 
some variations, the majority of the countries are darker shades of green, also in the 80% to 100% range. In Asia, there is more 
variation with more countries with medium to lighter shades of green in the 20% to 60% range. In Africa, there are mostly light 
shades of green in the 0% to 20% range. In Europe, there is variation but there are mostly darker shades of green in the 60% to 
100% range. Australia is a dark shade of green in the 80% to 100% range.

Figure 1: The study stimuli used in the Wizard of Oz session.

3.3.2 Generating Answer Sheets. Based on prior examples from
chart QA systems, we expected two types of queries, namely those
about visualizations and those about the underlying data. For the
visualizations, we prepared information about the chart type (e.g.,
“what is a bar chart?”), visual elements (e.g., “What does the x-axis
represent?”) and other encodings. For the underlying data, we used
prior work, Calliope [68], to generate different types of data-driven
facts, including data points at the extrema, the proportion of a
specific data point compared to the total, the data trend, etc. We
answered the participant’s query if our list of facts allowed us
to. We also answered yes-no queries (e.g., “Does the chart show
increasing trend?”) by referring to this list, and low-level mathe-
matical queries (e.g., calculating the difference between two values)
by performing the calculation on the spot. Scoping our responses
around an existing list of facts helped us assess which queries could
be answered using existing systems and identify categories of un-
supported queries. For consistency in responses, we also prepared
answer templates. The wizard chose one of the templates to for-
mulate the answer. For example, to answer “What is the highest
vaccination rate?” the template “The [highest/lowest] {attribute
name} is {value}” is chosen to formulate the final answer “The high-
est vaccination rate is 89.1%.” If a query could not be answered from
the information we prepared, the wizard consistently responded
with “The system does not know the answer.”

3.4 Procedure
Before the session began, we distributed a survey including ques-
tions about the participants’ demographics and vision conditions.
We also sent the link to each study stimulus just before the study
session to prevent participants from familiarizing themselves with
the visualization beforehand. Each session was led by a researcher
who simultaneously performed as an experimenter and a wizard.

At the beginning of the session, we explained the overall proce-
dure of the session, including the fact that an AI system will answer
their queries, and the experimenter will read it off the system out
loud. We also shared that the system may not be able to provide an
answer to their queries. Then, participants were asked to examine
the study stimuli in a randomly assigned order. While examining
each stimulus, participants were asked to generate any queries
related to the visualizations and the underlying data. Specifically,
we said “Please share any questions that come up in your mind
while examining the chart.” Whenever participants struggled to
formulate a concrete query or showed reluctance, we encouraged
them to keep posing queries, stating that their queries would be
used to improve the system in the future.

After each participant finished examining the four stimuli, we
revealed that the experimenter used the prepared answer sheets
to answer their queries instead of dynamically interacting with a
“real” system. We then asked post-tasks questions covering some
aspects that we wished to probe further:
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• Process of generating queries: We first asked participants how
they generated queries. The questions we asked included: “Could
you describe the process of how you came up with the questions?”,
“Did your process of generating questions change based on the
type of data or chart that you were given? If so, how?”, “How does
having a data table affect your question generation process?”

• Motivation for using QA systems: We asked for what contents
participants envision QA systems to be useful. The questions in-
cluded: “Do you think a QA system that can answer questions like
this is necessary and useful? If so (if not), why?”, “In what situations
would you use this system?”

• Other needs and preferences for QA systems: We asked what
general features participants wanted in a chart QA system. For
example, we asked whether they preferred to type the queries or
verbally ask them. Then, we asked for the platform where these
systems could be implemented (e.g., a browser plug-in, standalone
software). We also asked them to describe their idealistic version of
the system, and to compare it to the experiment’s mock QA system.

• Interest level/familiarity toward the stimuli: Lastly, to gauge
if prior knowledge or personal preferences impacted the queries
posed, we asked participants to rate their interest levels toward
each dataset and familiarity with each topic and dataset. We asked
them to rate on a 5-point Likert scale to provide them with the
option of neutral answer and to ensure high quality data [58].

The study stimuli and procedurewere iteratively designed through
three pilot studies.

3.5 Data Preparation
All sessions were recorded and transcribed. We created a corpus
of 979 queries by collecting the queries that participants asked the
wizard during the experiment.

3.5.1 Characterizing Queries. To characterize participants’ inten-
tions and extract corresponding system design considerations, we
classified the queries based on analytic tasks they focused on. Specif-
ically, we used the low-level analysis task taxonomy from Amar et
al. [4], which covers ten analytic tasks and is commonly used in
the development of natural language interfaces for visualization
(e.g., [25, 54, 67]). We mapped each query to one or more tasks.
Queries not related to data or that did not map to one of the ten an-
alytic tasks were tracked separately. The resulting characterization
labels are as follows.

• Retrieve Values: This task involves returning a value of an at-
tribute, given a key. “What is the vaccination rate in the US?”

• Filter: This task involves finding data entries whose attributes
satisfy a given condition. “Which month did inventory go below 1
million?”

• Compute derived values: This task involves computing an ag-
gregate function over a set of data entries. Common aggregate
functions are average, sum, and count. “What is the average life
expectancy for the world?”

• Find extremum: This task involves finding the topmost or the
bottommost data entries of an attribute. “Which year had the least
homes for sale?”

• Sort: This task involves sorting a set of data entries with respect to
a metric calculated from their attributes. “Is the table organized in
ascending or descending order?”

• Determine data ranges: This task involves determining the span
of values of an attribute for a set of data entries. “What is the range
of number of houses on sale in 2015?”

• Characterize data distribution: This task involves describing the
characteristics of the distribution of an attribute in a set of data
entries. “Across the world, are there more countries with a low
GDP, medium GDP, or a high GDP?”

• Find anomalies: This task involves finding a data entry whose
attribute values are extraordinary with respect to the rest of the
data. “What countries have higher vaccination status despite being
in the continent that does not have high vaccination status?”

• Cluster: This task involves finding data entries that are similar
with respect to some criteria. “Which country has a similar life
expectancy to Qatar?”

• Correlate: This task involves describing the correlation between
two attributes. “Does there appear to be a relationship between
GDP per capita and life expectancy?”

• Non-data: Queries that are unrelated to data do not fit into any of
the above categories. These queries are labeled as non-data queries.
“Why does the trend increase?”, “What is a scatterplot?”

Our rule of thumbwas to categorize the queries from the system’s
perspective (i.e., based on the task that the system needs to perform
to answer them). For example, to answer “Does GDP increase with
Life Expectancy?” which is a yes-no query, the systemmust find out
whether the two variables have a positive or negative correlation.
Thus we classify the query as correlate task. Queries that require
comparisons (e.g., “How does the United States compare to Canada
as far as vaccinations go?”) and more complex queries (e.g., “Was
there any consistent change in negative temperature at any decades
or between certain years?”) follow this rule as well.

Following prior work on chart QA systems [39] we also classified
queries along two dimensions:

• Visual vs. Non-Visual: Visual queries refer to graphical elements
such as marks, colors, shapes, and axes (e.g., “Are there more blue
bars or red bars?”, “Which country has the darkest shade of green?”).
On the contrary, non-visual queries refer to the name of the data
attributes instead of visual elements (e.g., “Which country has the
lowest percentage of the vaccinated population?”). Therefore, in-
terpreting non-visual queries is independent of the visualization,
whereas answering visual queries require consulting the visualiza-
tion. This dimension also applies to non-data queries since users
may ask visual queries to clarify the visualization layout (e.g., “What
is the interval on the y-axis?”).

• Look-up vs. Compositional: This dimension indicates the com-
plexity of the task. Look-up queries can be answered with a simple
key-value retrieval operation (e.g., “What is the vaccination status
of the US?”). Compositional queries are more complex and require
operations beyond a single look-up task (e.g., “Are there any coun-
tries with a lower vaccination rate on the continent with a high
vaccination rate?”). Non-data queries such as “When was this data
collected?” were not coded along this dimension.

Using these predefined codes, two researchers independently
coded each query. The disagreements between the two were re-
solved after a discussion. The disagreements were mostly due to the
ambiguity of the queries. 85% of the codes were initially in agree-
ment, with Cohen’s Kappa of 0.72. The remaining 15% that were



CHI ’23, April 23–28, 2023, Hamburg, Germany Jiho Kim, Arjun Srinivasan, Nam Wook Kim, and Yea-Seul Kim

Task Type All Stimuli V1
(Line/Housing)

V2
(Bar/Temperature)

V3
(Scatterplot/GDP)

V4
(Map/COVID)

With
Table

Without
Table

Data-related query 715 (73%) 131 (65%) 142 (68%) 240 (75%) 202 (82%) 361 (73%) 354 (73%)
Non-data query 264 (27%) 72 (35%) 68 (32%) 80 (25%) 44 (18%) 131 (27%) 133 (27%)
All queries total 979 (100%) 203 (100%) 210 (100%) 320 (100%) 246 (100%) 492 (100%) 487 (100%)

D
at

a-
re

la
te

d 
qu

er
y

Find Extremum 139 (19%) 25 (19%) 27 (19%) 51 (21%) 36 (18%) 66 (18%) 73 (21%)
Retrieve Value 137 (19%) 19 (15%) 11 (8%) 44 (18%) 63 (31%) 69 (19%) 68 (19%)
Compute Derived Value + Filter 131 (18%) 34 (26%) 30 (21%) 39 (16%) 28 (14%) 72 (20%) 59 (17%)
Filter 60 (8%) 4 (3%) 9 (6%) 13 (5%) 34 (17%) 39 (11%) 21 (6%)
Filter + Find Extremum 59 (8%) 6 (5%) 12 (8%) 23 (10%) 18 (9%) 35 (10%) 24 (7%)
Compute Derived Value 58 (8%) 14 (11%) 18 (13%) 15 (6%) 11 (5%) 21 (6%) 37 (10%)
Correlate 53 (7%) 14 (11%) 16 (11%) 23 (10%) ㅡ 22 (6%) 31 (9%)
Compute Derived Value + Find Extremum 31 (4%) 11 (8%) 8 (6%) 11 (5%) 1 (0%) 11 (3%) 20 (6%)
Cluster 10 (1%) ㅡ 1 (1%) 6 (3%) 3 (1%) 7 (2%) 3 (1%)
Determine Range 8 (1%) ㅡ 4 (3%) 2 (1%) 2 (1%) 4 (1%) 4 (1%)
Find Anomalies 7 (1%) ㅡ ㅡ 7 (3%) ㅡ 3 (1%) 4 (1%)
Characterize Distribution + Filter 7 (1%) 2 (2%) 1 (1%) 2 (1%) 2 (1%) 4 (1%) 3 (1%)
Correlate + Filter 5 (1%) ㅡ 4 (3%) 1 (0.4%) ㅡ 3 (1%) 2 (1%)
Sort 3 (0.4%) 1 (1%) ㅡ ㅡ 2 (1%) 2 (1%) 1 (0.3%)
Determine Range + Filter 2 (0.3%) 1 (1%) 1 (1%) ㅡ ㅡ 1 (0.3%) 1 (0.3%)
Characterize Distribution 1 (0.1%) ㅡ ㅡ 1 (0.4%) ㅡ 1 (0.3%) ㅡ
Characterize Distribution + Determine Range 1 (0.1%) ㅡ ㅡ ㅡ 1 (0.5%) ㅡ 1 (0.3%)
Filter + Sort 1 (0.1%) ㅡ ㅡ 1 (0.4%) ㅡ ㅡ 1 (0.3%)
Cluster + Compute Derived Value 1 (0.1%) ㅡ ㅡ ㅡ 1 (0.5%) ㅡ 1 (0.3%)
Find Extremum + Retrieve Value 1 (0.1%) ㅡ ㅡ 1 (0.4%) ㅡ 1 (0.3%) ㅡ
Data-related query Total 715 (100%) 131 (100%) 142 (100%) 240 (100%) 202 (100%) 361 (100%) 354 (100%)

Table 1: Categorization of queries by stimuli, task taxonomy, and the presence/absence of a data table. A single query can map
to more than one analytical task. Zero counts are noted as "-". Compound tasks are bolded and highlighted with light gray.

in disagreement were subjected to multiple sessions of discussion
between the researchers and were eventually resolved.

To identify additional themes beyond the predefined ones, two
researchers conducted a thematic analysis [11], generating 4 high-
level themes and 10 codes.

3.5.2 Post-Task Interview. Post-task interviews were coded by a
researcher. We classified the codes based on their themes. After
aggregating the initial codebook, the researchers examined the
transcripts again and revised the codes as needed. This process
resulted in 5 high-level themes and 42 codes.

4 RESULTS
4.1 Characterizing Queries
4.1.1 Overview. We collected a total of 979 queries. On average,
each participant asked 41 queries (SD=38). We analyzed the queries
based on the task taxonomy proposed by Amar et al. [4] (Sec. 4.1.2),
the query types suggested by Kim et al. [40] (Sec. 4.1.3), and emer-
gent themes from the open coding process (Sec. 4.1.4). We further
analyzed the queries by 1) each stimulus, 2) the presence or absence
of a data table, and 3) participants’ interest level and familiarity
with the topic and the dataset.

4.1.2 Mapping Queries to Low-Level Analytic Tasks. Table 1 shows
the result of classifying the queries according to Amar et al.’s task
taxonomy [4]. Among 979 queries, 73% of the queries were relevant
to the given data (715 out of 979). Non-data queries (264 out of 979,
27%) were not further classified by this taxonomy. The analysis

of the non-data queries is subsequently covered by the themes
presented in Section 4.1.4.

Overall, the two most frequent tasks that the participants tried to
carry out through querying were Find Extremum (e.g., “What is the
maximum on this graph?”) and Retrieve Value (e.g., “What is the life
expectancy for Burundi?”). Approximately 40% of all queries were
for these tasks. The next most frequent query type was Compute
Derived Values + Filter (e.g., “How many countries are represented
in South America on this map?”). Filter, Filter + Find Extremum,
Compute Derived Values, and Correlate tasks constituted 10% of all
queries. 66% of the data queries had a single type of task, while 34%
contained multiple types of tasks (referred to as compound tasks
by Amar et al. [4]).

We found that different stimuli induce participants to ask differ-
ent types of queries. For example, Retrieve Value and Filter queries
were asked more often for V4 (a map visualization) than for other
stimuli. Queries involving the Correlate task were found for all
stimuli except V4. However, providing a table did not affect the
distribution of queries across task types.

4.1.3 Query Type Analysis. Table 2 shows the composition of the
collected queries and Figure 2 shows how these compositions differ
by stimulus and by the data table. We found that the numbers of
look-up queries and compositional queries differed by visualization
( 2𝜒 = 30.1, 𝑝 < .01). However, the numbers of visual and non-visual
queries were not different across different stimuli ( 2𝜒 = 4.6, 𝑝 < .2).
We did not find reliable differences in the number of look-up vs.
compositional queries ( 2𝜒 = 0.1, 𝑝 = .8) or visual vs. non-visual
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Lookup Compositional Total

Visual 22 (3%) 72 (10%) 94 (13%)

Non-visual 113 (16%) 508 (71%) 621 (87%)

Total 135 (19%) 580 (81%) 715 (100%)

Table 2: The breakdown of number of queries by visual vs.
non-visual and lookup vs. compositional.

queries ( 2𝜒 = 0.1, 𝑝 = .7) by whether a data table was provided or
not.

4.1.4 Thematic Analysis. In addition to tagging participant queries
based on predefined taxonomies, we also conducted an open coding
to detect higher-level themes.

Theme 1: Queries due to inaccessibility.

The following set of codes summarizes queries specifically formu-
lated due to the participants’ blindness, and the lack of accessibility
of the visualization.

• Answers available to sighted individuals: A sighted individual
could directly answer some queries by referring to the visualization.
The results show that 27% of queries (263 out of 979 queries) had
this property. Queries about finding extremum (e.g., “What year
had the greatest positive temperature anomaly?” (P1)), look-up (e.g.,
“What is the GDP of Qatar?” (P24)), correlation (e.g., “What is the
trend of this bar chart?” (P14)), and queries about the visualization
(e.g., “What is the X-axis?” (P2)) mostly make up this category.

• Understanding trends in detail: While it may be apparent to
sighted people, understanding data trends is a non-trivial task for
BLV people. We observed that participants were interested in char-
acterizing data trends in detail, particularly when interacting with
line charts. For example, P11 asked “Do we see any decreasing trend
for a short period of time, or is it always increasing?” In many cases,
participants tried to learn this information by themselves by asking
the system to perform a series of data operations. For example, P15
first asked “What was the percentage of increase or decrease in
the average number of houses on sale between 2015 and 2020?”
and then followed up with a narrower time frame “What was the
percentage of increase or decrease in the average number of houses
on sale between 2015 and 2017?”

• Beyond the expected visualization task:We observed several
queries that sighted individuals would not ask. BLV users’ could
not perceive the visual patterns, so their queries were not confined
by the type of visualization. For example, a sighted user would look
at a scatterplot and try to find correlation between two variables
represented by the x and y-axes. We observed, however, nine in-
stances where participants asked correlation queries with variables
not mapped to the x and y-axis. For instance, some participants
asked about the correlation between GDP (x-axis) and the popula-
tion (size of the circle) or life expectancy (y-axis) and population
(size of the circle) when they interacted with V3.

• Ambiguous references & Out of scope: Since participants could
not see any forms of data attributes (e.g., column names in the table,
labels and legends of visualizations), many references used in the
queries were ambiguous. 108 out of 979 queries (11%) comprised this
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Figure 2: The breakdown of number of queries by stimulus
type and data table availability.

category. For example, the column named “inventory” in V1 was
referred to by the participants as P3 “homes for sale”, P13 “homes
on sale”, and P23 “houses sold”. It was also common to ask for levels
of details that do not match the granularity of the actual data. For
example, when V1 and V2 present monthly data (labeled yearly),
participants asked queries with various levels of temporal scales,
including “century” (P13), “decade” (P17), “season” (P3), “month”
(P9), “week” (P6), and “day” (P12). While examining V4, where the
geographical units were country and continent (indicated in the
legend), participants asked about aspects of the data in “Western
European” (P7) or “The Middle East” (P14), which is more granular
than the actual data.
Misconception about the visualization: 4% of the queries (37 out
of 979) could not be answered due to the participants’ misconcep-
tions about the visualization. On such occasions, we found that they
will continue to ask unanswerable queries if their misconception
is not rectified immediately. For example, P12 thought V1 is about
house prices instead of the number of houses, and continually asked
queries that could not be answered based on the given chart’s data
(“What was the third most expensive house sold in 2020?”, “What
was the average price per home between 2015 and 2018?”).

Theme 2: Non-Data queries.

The following set of codes summarizes queries that were not related
to the given data.
Understanding visualization: Participants frequently asked queries
to understand the layout of the visualization (91 out of 979, 9.3%).
These queries aimed to clarify data encodings (e.g., “What is the
x-axis?”, “What does red mean?”) or ranges and scales (e.g., “What
is the interval on the y-axis?”, “Is the x-axis linear, exponential, or
logarithmic?”). Participants even sought to clarify the meaning of
specific visualization types (e.g., “What exactly is a scatterplot?”).
Clarifying the alternative text and table: Some queries regarded
the alternative text or the table if provided (55 out of 979, 5.6%). Since
the alternative text and the data table was the only information they
could access before interacting with the system, many participants
tried to ensure they understood them. For example, queries include
“What is meant by medium range?” (P8), “What is a scatterplot?”

•

•

•
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(P14), and “Is Bolivia the first column of the chart and South America
the last column of the chart?” (P24). Furthermore, participants were
confused when they found a discrepancy between different sources
of information. They asked queries to resolve this discrepancy by
asking, “The chart depicts homes for sale starting in 2015, and the
graph depicts sales starting in 2014?” (P6).

• AcquiringContextual information: 219 out of 979 queries (22.4%)
aimed to acquire more context around data. They included queries
about definitions (e.g., “What is GDP?” (P2), “What is the tem-
perature anomaly?” (P13)), clarifications about units (e.g., “Is that
Fahrenheit or Celsius?” (P1)), about the scope of data (e.g., “Is the
graph showing in the US?” (P5), “What is the source of the data?”
(P14)), and about the topic (e.g., “What kind of vaccine did they use?”
(P11), “Is this anomaly representative of global warming?”(P12)).
These queries include not only queries whose purpose is to analyze
data, but also queries with epistemological or rhetorical functions,
such as “Is it true that the longer a person lives the more money
he makes over the lifetime?” (P12), “What is this?” (P14), “Why did
you choose the color red and blue?” (P19)

•

•

Theme 3: Queries dependent on prior queries

The following set of codes summarizes queries that must be under-
stood in relation to their preceding utterances.

• Follow-up queries: We observed 24 instances (2.5%) where partic-
ipants formulated a follow-up query based on the previous answer.
Often the queries directly referred to the previously given answer,
usually with a pronoun, to formulate a new query. For example, P5
first asked, “Which country has the lowest life expectancy?” fol-
lowed by “How many years do people expect to live in those coun-
tries?.” P20 asked, “Which country has the lowest life expectancy?”,
then followed up with: “What is its GDP?”

• Rephrasing of previous queries: When the system failed to
answer a query, some participants rephrased it and asked again
(16 out of 979, 1.6%). They assumed that reformulating the query
would elicit a better answer from the system. For example, P12
asked, “what is the average vaccination of the State of Texas in
the United States?” When they examined V3. However, V3 only
contains country-level data, with no state information available.
P12 asked again when the system failed to answer, “What is the
vaccination average for Texas?” P14 asked an ambiguous query
about the visualization structure, “Where does the line begin?” and
asked again when the system failed to answer: “What is the first
data point on the line?”

Theme 4: Phrasing variations & Testing system capabilities

This theme offers insights into howparticipants linguistically phrase
their queries and the strategies they use to learn how the system
behaves to expedite future interaction.

• Queries with binary answers: Some queries had binary options
for their answers (154 out of 979, 16%). The most common cases
were queries that could be answered with yes/no responses. For
example, P4 asked “Do Oceania and Europe have a similar life
expectancy?” and P22 asked, “Is New Zealand included on this
map?” (P22)). Other types include comparison (e.g., “What is the
difference in life span between Great Britain and the US, and which

is higher?” (P7)) and clarification (e.g. “Is that a row or column?”
(P14)).
Commands:While it was not very common, we observed three
queries articulated as a command rather than a query. All of them
ordered the system to provide a natural language description. Ex-
amples include “Read me a description of this chart.” (P14), “Please
describe what you mean by anomaly” (P24).
Testing the system: In some instances (6 out of 979), participants
tested the capabilities of the system. Some of these queries were
motivated by curiosity (e.g., “What continent is green? What is
Green?” (P14)), while others were to facilitate future interaction by
qualifying one’s expectations about the system (e.g., “How many
homes were for sale in the second week of June? How many homes
were for sale on June 12, 2017?” (P13)).

4.1.5 The Effect of Interest & Familiarity with Topic. While famil-
iarity with the topics and the datasets were similar across different
stimuli (Figure 3 (b) and (c)), the interest levels toward the topics
were varied (Figure 3 (a)). Participants showed the most interest in
V4 COVID, followed by V3 GDP, V2 Temperature, and V1 Housing.

We constructed a mixed effect model to further understand how
these factors impact the number of queries participants generated.
The model shows that the self-rated interest positively impacts
the number of generated queries (𝑡 = 2.5, 𝑝 < .05). As one unit
of interest increased, around three more queries were generated
by a participant on average. The familiarity towards the topic (𝑡 =
0.5, 𝑝 = .63) and the dataset (𝑡 = −0.6, 𝑝 = .58) did not affect the
number of generated queries reliably.

Figure 3: (a) Self-rated interest rate towards each dataset,
(b) self-rated familiarity with each topic, and (c) self-rated
familiarity with each dataset

4.2 Phrases/Terms Analysis
To inform parsers of future natural language systems, we also col-
lected and classified the phrases and terms participants used to
refer to visual elements and tasks.

• Visualizations: “map”, “chart”, “graph”, “scatterplot”, “picture”
• Marks: “point”, “line”, “bar”
• Axes & Range:“x axis”, “y axis”, “coordinate”, “interval”, “incre-
ment”, “origin”, “intercept”, “baseline”, “upper range”, “lower range”

• Color: “shade”, “dark”, “darkest”, “bright”, “light”
• Trend: “ascending”, “descending”, “squiggly”, “mountainous”, “hills”,
“vallies”, “linear”, “exponential”

• Positional information: “left”, “right”, “East(ern)”, “West(ern)”,
“up(per)”, “medium”, “low(er)”, and “diagonal”

• Tables: “table”, “row”, “column”

(a) (b) (c)
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• Finding extremum task: “most”, “least”, “highest”, “lowest”, “light-
est”, “darkest”, “warmest”, “coldest”, “fewest”, “largest”, “biggest”,
“greatest”

• Correlation task: “trend”, “relationship”, “correlation”, “trajectory”
• Computing derived value task: “mean”, “average”, “median”,
“middle”, “variation”, “difference”, “change”, “compare”, “percentage”,
“decrease”, “increase”, “increment”, “how many”

• Determining range task: “range”
• Sorting task: “sort”, “ascending”, “descending”

In many cases, the vocabulary was directly borrowed from the
alt text. In V1, “homes for sale” was frequently used to refer to the
name of the attribute. In V2, “degrees Fahrenheit” was commonly
appended to a temperature value. In V3, “upper range” and “lower
range” were frequently used to convey spatial information. In V4,
“shade of green” was commonly used to refer to the brightness of
the color green.

4.3 Why Could Certain Queries not be
Answered?

Among all 979 queries, 60% were answered during the sessions. We
analyzed why the remaining queries could not be answered by our
answer sheet. First, some compound queries that require more than
one data operation could not be answered, as our answer sheet
only covered relatively simple tasks [68]. Second, queries about the
context could not be answered as they required information beyond
the given data. These queries correspond to Theme 2-contextual
queries in Section 4.1.4. Lastly, ambiguously phrased queries could
not be answered as their intentions could not be ascertained by the
wizard.

4.4 Post-Task Queries
4.4.1 Understanding Motivation for Using Chart QA Systems. We
found that participants had several motivations when they gener-
ated the queries.

• Finding interesting data facts: We observed several participants
were particularly motivated to find some interesting data facts.
For example, P22 shared that they asked queries based on “what
information I think would be the most important and the most
interesting.”

• Filling the gap in knowledge:Many participants shared that they
generated queries to fill the gap in their understanding of the data.
For example, P5 mentioned, “I thought about what information it
(alternative text) didn’t give me.” P4 echoed that “I kind of start by
thinking like what information don’t I have and what would I need
to draw my own conclusions about.”

• Conducting data analysis: Data analysis was another common
motivation to generate queries. P7 shared how they wanted to
compare the two values: “A lot of the queries were a mathematical
calculation that I would have to look at two points of data, at the
same time, which I can’t do. With the screen reader, you can only
look at one point of data at a time. So I was getting information
about two different points of data.” P13 attempted to retrieve value:
“If I want to know the vaccination rate of an individual country, I
need to be able to ask that question. I can’t just quickly scan Africa
to see, so I might want to ask about it.” Other participants wished

to detect anomalies: P11 “I want to know if there is any anomaly in
that trend, like if there’s an increase or up and down or steady.”

4.4.2 Platform & Modality. We asked the participants in which
platform or context the system should be implemented. We gave
them example choices including stand-alone software, PDF reader
plug-in, and Google Chrome extension. Most participants shared
that a browser plug-in would be ideal for such a system due to its
applicability. P8 shared “I think a web extension would be more
universal.” P17 echoed: “I think a web extension that you can use on
any page would be the most useful.” While P7 also wished to have
the system as a web extension to parse data online, they see the
value as a separate interface that they can use to examine their data:
“It’d be really good as a web extension like a chrome extension. You
also would probably need a website to upload your own data.” This
reconfirms and further motivates the design of browser plug-in
technologies such as VoxLens [61, 62, 64].

In terms of input modality, participants’ preferences were varied.
About half of the participants had no preference between typing
or speaking. Some participants specified circumstances that de-
termined their preference. P8 mentioned “If I’m by myself, then
verbally. If it’s a library or something, then I prefer typing.” P9 also
shared that “I am okay with both. But I’m on my phone. I don’t like
typing, so I like asking verbally. But if I’m on my computer, I don’t
mind typing.” Some participants raised concerns about verbally ask-
ing queries due to the discursiveness of the generated queries. P4
shared “So I definitely would have rather have typed it to have ques-
tions that were not so clunky.” Some participants raised a concern
with typing because of the complexity of an envisioned interaction.
P13 shared, “When you’re typing with a screen reader, you have
to focus on the input box. If you want to flip back to an article or
something, you start jumping between things. It just takes a while
to type out some questions.”

4.4.3 Perceived Usefulness & Usage Contexts. All participants ex-
pressed that the QA system would be highly helpful. P1 shared
their enthusiasm for using the system: “This seems extremely use-
ful. Actually, I’m quite excited about it.” Participants felt the system
could be helpful when it allowed them to discover aspects of data
not available to them. P10 shared, “Because you know, all I have to
go on is the description that’s written down, so I could see myself
using it for that.” P6 also mentioned that “It would be cool to have
a system like that. I would want to be able to go on the Internet
and find a chart or graph that needed more interpretation beyond
what they provided in the alt text or even if they haven’t provided
alt text and be able to plug it in and have the ability to get the data
from it in a textual way, as opposed to having to ask somebody
to describe it.” P6 also echoed the fact that they don’t need to ask
anybody but the system: “because it is an automated machine, the
machine wouldn’t judge me for asking a question that seems silly.”

Several participants particularly noted that the system will be
useful in an article reading scenario, further validating our choice
of stimuli. P3 shared that “if I was reading an interesting article
and it had the data, and I wanted to know something more about
the data, I would use the system.” P20 echoed that “I like to be a
consumer of news and current events, and quite often in the media
there are graphs, maybe unemployment or economics, or whatever
the availability of houses, I want to have access to that.”
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While participants were fluent in navigating data tables and
appreciated access to the raw data, they saw QA systems as a better
alternative to data tables in some scenarios. For instance, P8 shared
“It would be helpful, especially with long tables. You could ask the
system.” P10 echoed that “I think it would be very useful, especially
with charts and graphs even with tables, the last thing I want to
do is scan through a really long table, so I know it would be really
useful just to help people understand things in a quicker amount
time.” P22 further emphasized that QA systems can support the task
that takes longer when using data tables: “It would cut down on
the work that I would have to do. I could ask questions and find out
the answers faster. Maybe to compare things, you know different
dates in different countries and stuff like that it might be faster.”

5 DISCUSSION
Our analysis characterizes the queries generated by participants to
answer RQ2. We examined the queries by their constituent low
level analytical tasks and their complexity, strategies used to refer
to entities, and other prominent themes. We found that a significant
portion (27%) of queries were non-data queries, mostly related to
the context of the visualization. Among the data-related queries
find extremum (19%) , retrieve value (19%), and compute derived
value with filter (18%) were the most prevalent analytic tasks. 13%
of data-related queries contained a reference to a visual element of
the visualization, and 81% were compositional queries. Thematic
analysis showed that some queries are due to insufficient accessi
bility to the visualizations, that queries depend on prior queries
and that there are different query formats. The range of queries
exceed the scope of what current accessible technology (e.g., [64])
can answer. In addition, answering RQ1, we found that BLV people
have multiple motivations to use the QA system, including data
analysis, discovery of interesting information, and filling the gap in
their knowledge. In the following sections, we focus on RQ3 and
discuss how much we can piggyback on existing chart QA systems
designed for sighted individuals. We also list design considerations
for future systems informed by our study.

-

,

-
,

5.1 Comparison with Sighted People
5.1.1 Composition of Queries. Table 3 shows the results from Kim
et al. [40] study and contrasts them to our results. We found that
BLV people tend to ask more compositional queries than sighted
people ( 2𝜒 = 23.4, 𝑝 < .01). In particular, the proportion of compo-
sitional queries with visual reference is more than two times higher
than that of sighted people, suggesting that QA systems for BLV
users need to have notably richer analytical capabilities. However,
there was no difference between the two groups in the ratio of
visual and non-visual queries ( 2𝜒 = 0.34, 𝑝 = 0.5).

While this result is interesting, we note that it should be con-
textualized by the setup of each study. Specifically, participants in
our study were prompted to verbally generate queries, whereas the
sighted participants in the previous study were prompted to type
both the query and its answer.

5.1.2 Benchmark with a QA System. We benchmarked the collected
queries with a state-of-the-art system to understand how much
we can piggyback on the existing functionality as well as what
improvements are needed to fully support BLV people.We chose the

Lookup Compositional Total

Sighted BLV Sighted BLV Sighted BLV

Visual 52 (8%) 22 (3%) 24 (4%) 72 (10%) 76 (12%) 94 (13%)

Non-visual 138 (22%) 113(16%) 415 (66%) 508 (71%) 553 (88%) 621 (87%)

Total 190 (30%) 135 (19%) 439 (70%) 580 (81%) 629 (100%) 715 (100%)

Table 3: Juxtaposition of query types observed in Kim et al.’s
study with sighted individuals and queries collected during
our study with people with BLV.

system based on four criteria from existing chart QA systems [31].
First, the system should be able to understand references to visual
elements. Second, the system must support multiple visualization
types. For instance, DVQA [35] is not considered because it only
focuses on bar charts. Third, the system should demonstrate high
accuracy in understanding the visualization and its underlying data
so that the analysis can be about the types of queries that should be
answered by the future system, instead of being about improving
the system’s recognition of visual elements. Lastly, there must not
be a strict restriction on the query format. For example, models
for FigureQA [38] and FigureNet [57] only support yes-no queries,
and are hence excluded. With these criteria, we chose the system
presented by Kim et al. [39] over others suggested in the computer
vision community [36, 69].

We tested the system with the queries from V1 and V2 as the
original system was tested on bar and line charts. We filtered out
unanswerable queries, which either had no correct answer (e.g.,
queries about the topic), could not be answered from the data and
the visualization (e.g., queries about the metadata), or contained
ambiguous words. This process yielded a total of 245 queries, which
we used as input to the system. Then, wemanually checked whether
each generated answer is correct. Run time errors were considered
incorrect answers. The system showed an accuracy of 16%. However,
our goal was not to assess the performance of the existing chart
QA system but instead to understand what queries can and cannot
be answered by existing chart QA systems.

We found that most queries that were answered accurately were
Retrieve values queries, queries about the layout of the visualization
(e.g., “What is the X-axis?”) and Find Extrema queries. We also found
that a few of the compound queries with more than one analysis
task (e.g., “How many dates is the inventory below 500,000?”) and
comparison queries (e.g., “What’s the difference in temperature of
the ocean between 1995 and 2020?”) were answered correctly.

Next, we analyzed the incorrect answers and found three aspects
of the system that can be improved to support BLV people’s queries.
First, the parsing of complex queries that entail more than one task
could be improved. These queries correspond to those that are
tied to two task types in Table 1 as well as compositional types in
Figure 2.

The system did answer a few of these queries correctly, indicating
that it is the parsing of the queries into smaller tasks that can be
improved to better support BLV people.

Second, the system can benefit from amore robust disambiguation
of words in the query. It struggled when it encountered a word
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or a phrase that does not match the nomenclature used in the
visualization. The discrepancy is sometimes due to using a level of
detail incompatible with the actual data (e.g., “20th century” (P13,
V2)).

Third, the system can be improved by supporting a wider range
of answer types. The system only provides a single data value or
an attribute name for an answer. Therefore, queries that ask for
a different type of answer, such as yes-no queries (e.g., “Is the
temperature getting colder between 1902 and 1957?” (P12)), queries
for range task (e.g., “What is the range of houses sold in 2015?”
(P14)), and enumeration queries (“What were the years that had
between 1.5 and 2.1 degrees Fahrenheit?” (P14)), were not supported.
Furthermore, there was no easy way for the participants to check
if the given answer is correct or not. Adding more answer types to
address these situations can increase the system’s accessibility.

5.2 Design Considerations for Future Systems
We derived a set of design considerations for future systems based
on our analysis. We list the considerations categorized by steps in
the pipeline of chart QA systems: 1) Parsing visualizations (how to
create the visualization representation to be used to answer queries),
2) Parsing queries (what types of queries the system should expect),
and 3) Providing answers (how to present answers). We also offer
other considerations beyond the system itself.

5.2.1 Parsing Visualizations.

• Integrating vocabularies from alternative text and tables:We
saw that on several occasions, participants reused phrases from
the alt text to frame their queries (Section 4.2). Correspondingly,
QA systems should be able to understand users’ utterances that are
directly borrowed from or refer to the alt text with high accuracy.
Since word usage in alternative texts can prime BLV people when
formulating queries, the system can leverage this when it creates
the synonym dictionary. Alternative texts are supposed to use more
plain language [33] (e.g., homes for sale), whereas the extracted
data attribute from the visualization can use a more formal term
directly from the raw data (e.g., inventory). The system can parse
the alternative text to find the most semantically similar utterances
and create the synonym dictionary.

• Integrating context around the visualization:Contextual queries
were very common, taking up 22% of the total queries. Though some
of these queries like “What is GDP?” (P2) and “What is a scatter-
plot?” (P14) can be answered by a general-purpose QA system, other
queries like “Why is the graph increase and decrease in the certain
period?” (P16) and “Why does it start at 1880? What happened
then?” (P21) require the system to be aware of the context to be
answered properly. The system should be able to understand how
the visualization is situated (e.g., inside a news article about global
warming) and use this information to help answer the contextual
queries. Besides incorporating information from the setting within
which a chart is used, this also presents a research opportunity to
explore how knowledge bases such as WolframAlpha [85] can be
leveraged during chart QA.

5.2.2 Parsing Queries.

• Queries that require a sequence of data operations: As noted
earlier, participants frequently asked compositional queries that

require multi-step analytical operations to generate a response. To
this end, the system should be able to parse a query that asks for a
complex data analysis task and break it down into a series of exe-
cutable primitive data analysis tasks. Our study result alludes that
BLV people may want to accomplish more complicated tasks with
longer queries than sighted people. Prior work also corroborates
our finding that BLV people formulate more complex queries when
using speech input [3, 8].

• Queries formulated with semantically relevant utterances:
We conjecture that the synonym dictionary for BLV people should
be larger than those for sighted people. For sighted people, nomen-
clature for referring data and other elements are readily available
visually from the title, labels, legends, etc. Therefore, they are more
likely to formulate queries based on those vocabularies. For BLV
people, however, there is no reference to rely on at the time of
generating queries. For example, we observed a range of synonyms
of “GDP per capita” including “income”, “gross domestic product”,
and “money.”
Because of the similar reason that the nomenclature is not readily
available, participants ask many queries that are beyond the scope
of data but semantically similar. For example, when the data point is
available weekly, participants ask aspects of data by “day”, “month”,
and “season” while sighted people’s queries may be bounded by the
granularity shown in labels and ticks. Similarly, although a chart
may present information at a country or state-level, users queries
may involve cities. Even though we provided the tick information
in the alternative text, some participants might have formed the
impression that the visualization encoded temporal or geographic
data at multiple levels. We envision two ways to resolve this issue.
First, the system can provide a clear response to participants to ad-
just their mental model (e.g., “the system can only answer questions
about weekly data”). Or alternatively, the system can be prepared
to answer for the different levels of aggregation/granularities when
they are available in the underlying dataset.

• Rephrased queries: The system should take its previous queries
into account when parsing a query. For example, the system can
identify whether the query is a follow-up query by 1) comparing
the similarity between the (𝑁 − 1 𝑡ℎ) query and the Nth query and
2) examining the confidence score of the (𝑁 − 1 𝑡ℎ) query’s answer.
When the system parses the𝑁 𝑡ℎ query, it can leverage the utterance
in the (𝑁 − 1 𝑡ℎ) query. We envision the rephrased queries will be
more prevalent among BLV people because they might utilize more
diverse utterances than sighted people.

• Follow-up queries and pronouns: The system should be able
to deal with follow-up queries involving ill-defined references and
pronouns, for example, by implementing existing techniques such
as pronoun disambiguation [15]. While this recommendation is not
specific to chart QA systems for BLV people, the effect of having this
capability will be more beneficial for BLV people than for sighted
individuals. For example, since BLV users rely only on their memory
to keep track of what queries they asked and what answers they
received, it may reduce BLV people’s cognitive load if the system
allows pronouns to refer to the previous answer or an entity in the
previous query.

• Other query formats beyond interrogative sentences: A va-
riety of query formats, including binary queries and commands,
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should be supported by the system. We observed that participants
asked many binary queries to construct a mental representation of
visualizations (e.g., “Is 50 percent dark green and 25 percent light
green?”), confirm the scope of the data (e.g., “Is New Zealand in-
cluded on this map?”) or clarify their understanding of data-related
facts (e.g., “Is Africa the lowest on this scale?”).

• Queries with visual reference: We found that BLV people use
visual references as much as sighted people do. Therefore, the sys-
tem should be able to parse utterances using graphical elements of
the visualization, leveraging functionalities of systems that support
sighted people (e.g., [40]). However, an important added considera-
tion is the potential need for generating non-visual explanations
for responses to visual queries such that the explanations are com-
prehensible by BLV users.

5.2.3 Providing Answers.

• Adjusting & communicating uncertainty level: The system
should be able to identify and communicate whether the answer to
a query is obtainable from the provided data or not. While sighted
people can test the system’s accuracy by asking obvious queries,
there is no way for BLV people to evaluate the accuracy of the
system to tailor their accuracy perception toward the system. Also,
sighted people may have more chances to adjust the misconception
by visually inspecting the chart, whereas BLV people are not able to.
This is evidenced by our findings on participants’ misconceptions
about the visualization (e.g., “How many temperature anomalies
were there in 2020?” when temperature anomaly is a measure of
temperature, “Which city is the table depicting?” when the table is
for the whole of the United States, and “What countries are repre-
sented by green?” when a number is represented by the brightness
of green). Many of these misconceptions could have been intrin-
sically resolved if they were sighted. Therefore, we argue that the
confidence threshold to determine whether to say “this question
is unanswerable” or to provide an answer should be higher for a
QA system intended for BLV people. However, further study is
needed to tune the appropriate level of the threshold. Another
possible approach is to provide BLV people the information about
the degree of uncertainty of the systems’ answers. This may allow
BLV people to better interpret the system’s answer. Again, future
study is needed to understand the trade-off between the burden of
interpreting uncertainty and having incorrect answers.

• Capability to elaborate trends in detail:The participants wanted
to learn about the detailed trend and the overall trend to “visualize”
the patterns of the data at a detailed level. The system should be
equipped to support these tasks by expanding the vocabulary to
describe the pattern. For example, “increasing trend” might not
be enough to satisfy users as we observed a few participants kept
asking to clarify how stiff the increasing trends are or a period
where exhibited the increasing trend without a fluctuation. Possible
approaches include utilizing a sonified chart [64] and generating
texts that span the whole of the visualization’s semantic levels [48].

5.2.4 Other Considerations.

• Supporting general question answering: The system should
support answering contextual queries that are out of the scope
of the data. Relatively simple queries, such as asking about the
definition of a word (e.g., “what is GDP?”), can be answered by a

general-purpose virtual assistant application. For BLV people, each
interaction to search can cost more than for sighted people (e.g.,
opening a new tab to search an unfamiliar term and coming back
to the original tab to examine the visualization). Thus, integrating
a simple feature that allows BLV people to search easily will likely
save their time and lower the distraction.

• Providing example questions: During the study, several partici-
pants shared that it would be useful to see possible queries before
using the system. For instance, P1 said “a little bit of guidance on
the type of questions using an example question would be great.”
P6 also said, “Giving examples of what kinds of questions you could
ask would be great, like the tutorial.” Thus, to aid the discoverability
of the system’s understanding capabilities and make users aware
of potentially interesting queries, QA systems should provide some
example queries that can be asked. It is harder for BLV people to
figure out what analysis task to perform because they cannot look
at the visualization, which is typically designed to afford a specific
type of data analysis (distribution for histograms, the trend for line
charts, etc.). One approach to alleviate this problem could be to
recommend analysis tasks and potential queries that are commonly
posed on the given visualization and data type (e.g., [71]).

5.3 Factors that Influence Query Formulation
Our work also offers a deeper understanding of the factors behind
participants’ query formulation. First of all, providing data tables
alongside the visualization does not seemingly affect the types of
queries participants generated. We expected that participants might
be asking more complex queries when the data table was available,
as they could conduct simple tasks using the table. However, the
distribution of simple analytical tasks and the compound tasks with
and without tables were very similar. This may be because the cost
of making a query is lower than navigating the table, even if it is
for a very simple task.

Unsurprisingly, the interest level in the topic and the dataset
were positively correlated with the number of queries participants
generated, validating the experimental premise. Based on the find-
ing, we envision that a chart QA system can be highly useful when
deployed alongside a thematic data-driven news article.

5.4 Limitation and Future Work
As we have mentioned, interpreting our study findings relative to
prior study with sighted individuals [39] requires caution. Future
work should conduct a comparative study with sighted people and
BLV people to compare the two groups in an identical setup.

While our stimuli were chosen to cover various chart types
and topics, our set-up does not allow us to inspect the impact of
the chart type on the querying behaviors, as they are confounded.
Future studies can investigate different types of visualizations with
the same dataset to tease apart the impact of chart type on query
generation. Similarly, measuring the participants’ interest level
toward the dataset after the experiment might have disrupted an
accurate measurement.

The effect of individual traits on query asking patterns could be
interesting to study. Besides the demographic information, traits
such as locus of control and spatial ability have been shown to
impact visualization comprehension of sighted people [46]. Their
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effect on BLV users’ interaction with QA system could be investi-
gated further.

Our findings on blind people’s queries about visualizations can
also inform the authoring of alternative texts and pedagogical meth-
ods inmath and science education. For example, the National Center
for Accessible Media’s (NCAM) guidelines that are frequently fol-
lowed by school teachers [51, 59], and guidelines for alternative text
for digital visualizations [33] can benefit from our characterization
of BLV people’s queries.

6 CONCLUSION
Our work offers a detailed look into how BLV people possibly in-
teract with a chart QA system. We observed how they formulate
queries and how they envision using a chart QA system through
a Wizard of Oz study. We found that multiple interesting charac-
teristics emerged from the queries that are possibly unique to BLV
people. We also list multiple factors that influence their querying
behavior and confirm sufficient motivation from BLV people to use
the system. Based on our observations, we present design consider-
ations for chart QA systems for BLV people. We envision that our
study findings, as well as the released dataset, will pave the way
for future research toward more accessible chart QA systems.
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