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Goals for the last lecture

you should understand the following concepts

• bias of an estimator

• learning curves

• stratified sampling

• cross validation

• confusion matrices

• TP, FP, TN, FN

• ROC curves



Goals for the lecture

you should understand the following concepts

• PR curves

• confidence intervals for error

• pairwise t-tests for comparing learning systems

• scatter plots for comparing learning systems

• lesion studies
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ROC curves

suppose our TPR is 0.9, and FPR is 0.01

fraction of instances that are positive fraction of positive predictions that 

are correct

0.5 0.989

0.1 0.909

0.01 0.476

0.001 0.083

Does a low false-positive rate indicate that most positive predictions 

(i.e. predictions with confidence > some threshold) are correct?



Other accuracy metrics
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Precision/recall curves
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A precision/recall curve plots the precision vs. recall (TP-rate) as a 

threshold on the confidence of an instance being positive is varied



Precision/recall curve example

figure from Kawaler et al., Proc. of AMIA Annual Symosium, 2012 

predicting patient risk for VTE



How do we get one ROC/PR curve 
when we do cross validation?

Approach 1

• make assumption that confidence values are comparable 
across folds

• pool predictions from all test sets

• plot  the curve from the pooled predictions

Approach 2 (for ROC curves)

• plot individual curves for all test sets

• view each curve as a function

• plot the average curve for this set of functions



Comments on ROC and PR curves

both

• allow predictive performance to be assessed at various levels of 
confidence

• assume binary classification tasks

• sometimes summarized by calculating area under the curve

ROC curves

• insensitive to changes in class distribution (ROC curve does not change 
if the proportion of positive and negative instances in the test set are 
varied)

• can identify optimal classification thresholds for tasks with differential 
misclassification costs

precision/recall curves

• show the fraction of predictions that are false positives

• well suited for tasks with lots of negative instances



Confidence intervals on error

Given the observed error (accuracy) of a model over a limited 

sample of data, how well does this error characterize its accuracy 

over additional instances?

Suppose we have

• a learned model h

• a test set S containing n instances drawn independently of one 

another and independent of h

• n ≥ 30

• h makes r errors over the n instances

our best estimate of the error of h is

errorS (h) =
r

n



Confidence intervals on error

With approximately C% probability, the true error lies in the interval

errorS (h)± zC
errorS (h)(1- errorS (h))

n

where zC is a constant that depends on C (e.g. for 95% confidence, zC =1.96)



Confidence intervals on error

How did we get this?

1. Our estimate of the error follows a binomial distribution given by n and p

(the true error rate over the data distribution)

2. Most common way to determine a binomial confidence interval is to use the 

normal approximation (although can calculate exact intervals if n is not too 

large) 



Confidence intervals on error

2. When n ≥ 30, and p is not too extreme, the normal distribution is a good 

approximation to the binomial

3. We can determine the C% confidence interval by determining what bounds 

contain C% of the probability mass under the normal



Comparing learning systems

How can we determine if one learning system provides 

better performance than another

• for a particular task?

• across a set of tasks / data sets?



Motivating example

Accuracies on test sets

System A: 80% 50 75 … 99

System B: 79 49 74 … 98

δ : +1 +1 +1 … +1

• Mean accuracy for System A is better, but the standard 
deviations for the two clearly overlap

• Notice that System A is always better than System B



Comparing systems using a paired t test

• consider δ’s as observed values of a set of i.i.d. random 
variables

• null hypothesis: the 2 learning systems have the same 
accuracy

• alternative hypothesis: one of the systems is more accurate 
than the other 

• hypothesis test: 
• use paired t-test to determine probability p that mean of 
δ’s would arise from null hypothesis

• if p is sufficiently small (typically < 0.05) then reject the 
null hypothesis



Comparing systems using a paired t test

1. calculate the sample mean

2. calculate the t statistic

3. determine the corresponding p-value, by 

looking up t in a table of values for the 

Student's t-distribution with n-1 degrees of 

freedom
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Comparing systems using a paired t test

t

f(t)

for  a two-tailed test, the p-value

represents the probability mass in 

these two regions

The null distribution of our t

statistic looks like this

The p-value indicates how far out 

in a tail our t statistic is

If the p-value is sufficiently small, 

we reject the null hypothesis,

since it is unlikely we’d get such a 

t by chance



Why do we use a two-tailed test?

• a two-tailed test asks the question: is the accuracy of the 
two systems different

• a one-tailed test asks the question: is system A better than 
system B

• a priori, we don’t know which learning system will be more 
accurate (if there is a difference) – we want to allow that 
either one might be



Comments on hypothesis testing to 
compare learning systems

• the paired t-test can be used to compare two learning 
systems

• other tests (e.g. McNemar’s χ2 test) can be used to 
compare two learned models

• a statistically significant difference is not necessarily a 
large-magnitude difference



Scatter plots for pairwise
method comparison

We can compare the performance of two methods A and B by plotting (A 

performance, B performance) across numerous data sets

figure from Freund & Mason, ICML 1999 figure from Noto & Craven, BMC Bioinformatics 2006 



Lesion studies

figure from Bockhorst et al., Bioinformatics 2003 

We can gain insight into what contributes to a learning system’s performance by 

removing (lesioning) components of it

The ROC curves here show how performance is affected when various feature 

types are removed from the learning representation



To avoid pitfalls, ask

1. Is my held-aside test data really representative of going out to 

collect new data? 

• Even if your methodology is fine, someone may have collected 

features for positive examples differently than for negatives –

should be randomized 

• Example: samples from cancer processed by different people 

or on different days than samples for normal controls 



To avoid pitfalls, ask

2. Did I repeat my entire data processing procedure on every fold of 

cross-validation, using only the training data for that fold?

• On each fold of cross-validation, did I ever access in any way 

the label of a test instance?

• Any preprocessing done over entire data set (feature 

selection, parameter tuning, threshold selection) must not use 

labels 



To avoid pitfalls, ask

3. Have I modified my algorithm so many times, or tried so many 

approaches, on this same data set that I (the human) am 

overfitting it?

• Have I continually modified my preprocessing or learning 

algorithm until I got some improvement on this data set?

• If so, I really need to get some additional data now to at least 

test on 



THANK YOU
Some of the slides in these lectures have been adapted/borrowed 

from materials developed by Mark Craven, David Page, Jude 
Shavlik, Tom Mitchell, Nina Balcan, Elad Hazan, Tom Dietterich, 

and Pedro Domingos. 


