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https://rltheorybook.github.io

Discounted Markov Decision Process (MDP)

@ Interaction between agent and environment is described by an MDP
M = (S,AP,r7).

e S: state space; finite
o A: action space; finite

o P:S8 x A— A(S) is the transition kernel, where A(S) := space of
probability distributions over S.
o P(s'|s,a) = probability of transitioning to next state s’ given the current
state is s and action a is taken
@ r:S x A— Ris the reward function
e 7(s,a) = one-step (deterministic) reward when current state is s and

action is a.

e v €[0,1): discount factor.
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Policy and MDP Dynamics

e Agent adopts a stochastic/randomized policy 7 : S — A(A)

o 7(als) = probability of taking action a at state s

e Initial state so ~ u € A(S)

e At each time ¢, agent observes state s;, takes action a; ~ m(|s¢), and
receives reward r; = 1(s¢, a¢). System then transitions to state
St4+1 ™~ ]P('|St, at) at time t 41

state s;
l Tt f ? Ses1~ P( IS¢, ae)
Agent Environment
| Take action a; T
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e Fix a policy w

o The value function V™ : § — R is defined to be
oo
VT(s) =E, [Z’ytr(st,atﬂso = s}
t=0
e The action-value (Q-value) function Q™ : § x A — R is defined as

Q" (s,a) :=E, [Z’ytr(st,atﬂso =s,a0 = a}

t=0

o Relationship:
Vﬂ- (S) = ]Ea~7r(-|s) [Qﬂ-(s, a)] (1)

o The objective isto find a policy 7 that maximizes V™ (s)



Optimal Value Function and Policy

o Let IT be the set of all randomized policies. Define the optimal value
and Q functions as

V*(s) := sup V7 (s), for each s € S,
mell
Q*(s,a) :==sup Q" (s, a), for each s € S,a € A.
mell

THEOREM 1 (PUTERMAN ‘94, THM 6.2.7)
Assume S and A are finite. There exists a (deterministic) policy m* such that

V™ (s) = V*(s), Vs € S,
Q™ (s,a) = Q"(s,a), VseS,ac A

7" is called an optimal policy.

e 7* maximizes V7 (s) simultaneously for all s € S.
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https://www.amazon.com/Markov-Decision-Processes-Stochastic-Programming/dp/0471727822

For each policy m : S — A(A), V™ and Q™ are the unique functions that satisfy

V7™ (8) = Eamn(.|s),s'~B(|s,a) [T(8, @) + YV ()] (2)
Qﬂ- (S, a) = 7“(8, a) + ’yEsIN]P(.ls’a)’alNﬂ-(_lsl) [Qﬂ-(sl, a')]. (3)

V* and Q* are the unique functions that satisfy

V*(s) = max [r(s, a) + ’YESINP(.|S,G)V*(SI)} , VseS. (4)

Q*(s,a) = r(s,a) + YEy p(.|s,a) [n}gﬁ Q*(s’,a’)] , Vse€eS,ace A (5)
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Value Iteration

@ When r and P are known, Q* can be computed using Value Iteration:
o Specify an initial function Q® : S x A - R
e For k=0,1,..., compute

Q" V(s,a) = r(s,a) + VE s/ B(|5,a) [H/lax Q™ (s',a")|, for each s,a. (6)

cA

e Note: @* is a fixed point of (6) by Bellman Optimality Equation

@ Value Iteration converges to Q* geometrically:

HQ<k+1) _ Q*

NERA CRETe)

oo

e Given Q*, an optimal deterministic policy can computed:

7 (s) = argmax Q*(s,a), se€S.
acA
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Finite-Horizon MDP

M= (S,APr H).

S: state space; A: action space

e H: horizon (number of steps in an episode)

e P=(P,:h=1,...,H) are the transition kernels
o P4 (s’|s,a) = probability of next state s" when current state is s and action
a is taken at step h
er=(r,:h=1,...,H) are the reward functions
e 71(s,a) = one-step reward when current state-action is (s,a) a at step h
e Policy m=(mp:h=1,...H)
e mr(als) = probability of taking action a at state s and step h
e Value and Q functions: for h=1,..., H
H H
Vir(s) :=Ex [Zn(st,atﬂsh = s], Qn(s,a):=Ex [Zn Sty at)|sh = s,ap = a}
t=h t=h
o 7, V¥, Q} defined analogously
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