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* [4 points] Perform hierarchical clustering with complete linkage in one-dimensional space on the following points
#_1 9], [-10], .Ll [—4]. [7] Break ties in distances by first combining the instances with the smallest index

appears earliest in the list). Draw the cluster tree.

» Note: the node (', should be the first cluster formed. C's should be the second and so on. All edges to point to the
instances (or other clusters) that belong to the cluster.
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Question 7

* [3 points] Consider the 1D data set. z; = 1 for 1 = 5 1p 27. To select good initial centers for k-means where é =6
let's set ¢, = 11 Then select €; from the unused points in the data set, so that it is farthest from any already-
selected centers S €1 (| e ¢; =argm d(cy,z;),d(ca, 2;),...,d(¢c; 15 T i)}). Enter the initial

© c—
centers (including ¢1) in increasing order (from the smallest to the largest) In case of hies, select the smaller
———

numbeg.
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Question 9

. [4 pomls] Suppose K-Means with K = 2is used to ¢

sler the data set
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Question 9

* [2 points] Consider a search tree where the root is at depth 0, each internal node has 6 children, and all leaves
are at g,e.p.mj__There 15 @ single goal state at depth § How much stack space (in number of states including the
root and the goal) is sufficient so DFS always succeeds? Select all that applies
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