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Two-thirds of the Average Game

Quiz
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@ Pick the number that is the closest to two-thirds of the

,__%age of the numbers other people picked.
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Remind Me to Start Recording
Admin

@ The annotated slides are posted on Q1, Q2, etc.
@ The lecture recordings are shared on Canvas, are they visible?

@ The messages you send in chat will be recorded: you can
change your Zoom name now before | start recording.
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Two-thirds of the Average Game
Quiz

A

e Pick an integer between 0 and 100 (including 0 and 100) that
Is the closest to two-thirds of the average of the numbers
other people picked.
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Logistic Regression
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Supervised Learning Example

Motivation

Data Images of cats and dogs
Features (Input) | height, length, eye color, ...
Output cat or dog
Data emails

Features (Input)

word count, capitalization, ...

Output

spam or ham

Gradient Descent

et alaTaTar el s
OO0 M ]



Generalized Linear Models

Logistic Regression

Gradient Descent
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Supervised Learning
Motivation

e 9 Inkm

f P ol
Data Featurefs (Input) Ol;(put p—m e
Training §,1 ,D}, 1 {y‘,}:’;l ll find!"best'! f !

- observable “known -
Test (X]y eey X1) % guess § = f (x')
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Loss Function Diagram

Motivation
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Zero-One Loss Function

Motivation

@ An objective function is needed to select the " best” f. An
example is the zero-one loss. Mo = [ & e
e = g

\§§¢~ & ‘Cﬁifu

N

Coneaf Pv@dx'ct,’o\

@ arg mfin objective (f) outputs the function that minimizes the

objective. 4

e The objective function is called the cost function (or the loss
function), and the objective is to minimize the cost.
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Squared Loss Function

Motivation

e Zero-one loss counts the number of mistakes made by the
classifier. The best classifier is the one that makes the fewest
mistakes.

@ Another example is the squared distance between the
predicted and the actual y value:
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Function Space Diagram
MotivatiQn
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Hypothesis Space

Motivation

@ There are too many functions to choose from.

@ [here should be a smaller s ' to choose f from.
( 1 ;
\a -~ = Th V"’)Tehb

the 4 Yhor  mininite oot

@ The set H is called the hypothesis space.
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Activation Function

Motivation

@ Suppose H is the set of functions that are compositions
between another function g and linear functions.

(ﬁ/, B) = arg min % Zn: (ai — }’i)2

w,b £ &~ —

,=1) o ‘L\CX . >

where a; = g (wa;+ b

= ‘V—

J

@ g is called the activation function.



Generalized Linear Models Logistic Regression Gradient Descent
00000000000e YOO00000000 00000000

Linear Threshold Unit

Motivation
T« + \0
@ One simple choice is to usg¢ the step function as the activation
function:
1 if|-[=0

- 7

@ This activation function is called linear threshold unit (LTU).

—
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Sigmoid Activation Function

Motivation

@ When the activation function g is the sigmoid function, the
problem is called logistic regression.

1

\g_(.)z(l+exp(—-)

\/

L 1b
@ This g is also called the logistic function.
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Sigmoid Function Diagram
0

tivation
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Cross-Entropy Loss Function

Motivation

@ The cost function used for logistic regression is usually the log
cost function.

C(f) == (yilog(f (x)) + (1—y;)log (1 —f(x)))
S =1 /X
e It is also called the cross-entropy loss function. AINVR"

<
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Logistic Regression Objective

Motivation

@ The logistic regression problem can be summarized as the

following.
Go S / (/035
(or08

(518) = kg 3. (lon0) + 01— yton (=0

Cost,

h - % : :
Where ai = 1T exp (—2z;)
( C an®
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Optimization Diagram

Motivation
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Learning Rate Demo

Motivation




Generalized Linear Models Logistic Regression Gradient Descent
000000000000 00000080000 00000000

Logistic Regression

Description

e Initialize random weights.
@ Evaluate the activation function.

e Compute the gradient of the cost function with respect to
each weight and bias.

e Update the weights and biases using gradient descent.

@ Repeat until convergent.
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Logistic Regression
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Logistic Gradient Derivation 1
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Gradient Descent
Ce

L sl

l05 e
el gation

. Lm\ﬂ \’MIQ_ .




Generallzed Linear Models Logistic Regression Gradient Descent

000000000000 000000008000 00000000

Logistic Gradient Derivation 2

Definition
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Gradient Descent Step

Definition

e For logistic regression, use chain rule twice. C A W

ai=g(wa;+b , -):1+exp(—-)

e_a is the learning rate. It is the step size for each step of
gradient descent.
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Perceptron Algorithm

Definition

e Update weights using the following rule.

2 =(w)-aa - y)x 0

bbaa, yi) ~—
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Other Non-linear Activation Function

Discussion

e Activation function: g( : ) = tanh ( - ) =_"°
— el l+ e
@ Activation function: g( : ) = arctan( - )
e Activation function (rectified linear unit): g( : ) - -_11{ : >0}

Pol U

e All these functions lead to objective functions that are convex
and differentiable (almost everywhere). Gradient descent can
be used.
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Loss Functions Equivalence
Quiz

@ Which one of the following functions is not equivalent to the
squared error for binary classification?

w\/\vu\/n C = (f (xi) — yi ) L AN
VLNG\‘Q(- W =1 ;

(/w{ 0\ ()«%Cf dL\M)L
>< Z Lif(xi)2yi)

U
° B; Lﬂ{f(x, —y,}
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Loss Functions Equivalence, Answer
Quiz
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Gradient Descent
Quiz

e What is the gradient descent step for w if the objective (cost)
function is the squared error?
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Gradient Descent, Answer
Quiz
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Gradient Descent, Another One
Quiz

e What is the gradient descent step for w if the activation
function is the identity function?
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Gradient Descent, Another One, Answer
Quiz
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Remind Me to Stop Recording
Admin

@ If you accidentally selected an obviously incorrect answer
earlier, you can enter the question name and the correct
answer here.





