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Choose C

Admin

o A:
e B:
@ C: Choose this.
e D:
e E:
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Remind Me to Start Recording
Admin

@ The messages you send in chat will be recorded: you can
change your Zoom name now before | start recording.
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Kernel Trick 1D Diagram

Nearest Neighbor
0000

Motivation
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Kernelized SVMb + W, %y 41, x, i,

Definition L—\@ —

e With a feature map ¢, the SVM can be trained on new data

points {( (x1),y1), (¢ (x2) ,¥2) , -, (¢ (Xn) ; ¥n) }-

———

@ The weights w correspond to the new features ¢ (x;).

. —
@ T herefore, test instances are transformed to have the same
new features.
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Kernel Trick for XOR
Quiz

e March 2018 Final Q17
e SVM with quadratic kernel ¢ (x) = (xl,\/_xlxz x§) can

correctly classify the following trainingset——1g %’ ”JCV?;//““%
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Kernel Trick for XOR
Quiz

e SVM with kernel ¢ (x) = (x1, X1 X2, X
the following training set?
G2

) can correctly classify

,
o
J
o\ 4
Ol =o'

e A: True.

e B: False.
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_ Kernel Matrix

Befinition

pe1 relane)
= o ‘CQATWI

@ The feature map is usually represented by a n x n matrix K
called the Gram matrix (or kernel matrix). J/
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Examples of Kernel Matrix

Definition

e For example, if ¢ (x) = Qxlz, \/§x1x2,x22), then the kernel
)

matrix can be simplified.”— T[
2
-
Kiir = (X; Xi')
\

@ Another example is the quadratic kernel Kjiy = |
It can be factored to have the following feature ™
representations.

s (%
@, X22, \/§X1X2, \/§X1, \/§X2, 1
——— e T

< =
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Examples of Kernel Matrix Derivation

Definitign
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Popular Kernels

Discussion

@ Other popular kernels include the following.
T

@ Linear kernel: Kjy = x"xp  \J/ Y_l:f E'
@ Polynomial kernel: Kj» = (x! x + 1) J

© Radial Basis Function Gau55|an kernel:

1

( Kn’ = €Xp ( ) (XI XI xl xiB\\ 22
O'

-

——
@ Gaussian kernel hés infinite-dimensional feature

representations. There are dual optimization techniques to
find w and b for these kernels. AN

‘\/\ SS
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Kernel Matrix
Quiz

e Fall 2009 Final Q2

Q} What is the feature vector ¢ (x) induced by the kernel
Ky = exp x, + x, /X Xjr + 37

(exp (x ﬂ 715(\ >/~
exp (x xf R( Dj @ T

o C: (\/e—\/)?3
D: (v/exp (x), v, V3)
e E: N

one of the above
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Kernel Matrix Math
Quiz
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A Decision Tree

Motivation
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Decision Tree

Description

[

@ Repeat on the subsets until all the labels in the subset are the
same.



Kernel SVM Decision Tree Random Forrest Nearest Neighbor
0000000000 00800000000000 ) 0000

Binary Entropy

Definition

M4 QY W
e Entropy is the measure ofm / Ldenn

@ The value of something uncertain is more informative than the
value of something certain. i N /\/\;aq o eXem _J

e For binary labels, y; € {0, 1}, suppose pg fraction of labels are
0 and 1 — pg = p; fraction of the training set labels are 1, the

entropy Is:

H(Y) —Eo log, (%) + p1 log, (%)}

= —pp log, (po) — p1logy (p1)
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Entropy

Definition

o If there are K classes and p, fraction of the training set labels
are in class_y, with y € {1,2, ..., K}, the entropy is:
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Entropy
Quiz

e Fall 2010 Final Q10
@ Running from You-Know-Who, Harry enters the CS building

on the st floor. He flips a fair coin: if it is heads he hides in
roont 1325;otherwise, he climbs to the 2nd floor. In that
case, he flips the coin again: if it is heads he hides(in CSL;
otherwise, he climbs to the 3rd floor and hides/m 33 at

is the entropy of Harry's location?

e A: 0.75 5
e B: 1 '%._

| R
e D:1.75 — /3: {.‘,)‘-; - L~—<l[, zli: LQS‘_‘%J

|

Z

@ E: None of the abo .\“‘ T
2
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Quiz
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Entropy 2
Quiz

@ A bag contains a red ball, a green ball, a blue ball, and a

—_—_—

Q black ball. Randomly draw a ball from the bag with equal
4 probability. What is the entropy of the outcome7

o A: 1l /"’(\f) ——‘Z/ P, ‘“J )

e B: log, (3) (=1
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Conditional Entropy

Definition

e Conditional entropy is the entropy of the conditional
distribution. Let Kx be the possible values of a feature X and
Ky be the possible labels Y. Define py as the fraction of the
instances that are x, and p, , as the fraction of the labels that
are y among the ones with instance x.
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Aside: Cross Entropy

Definition

e Cross entropy measures the difference between two -y (X0 03
distributions.

Wﬂl %j H{Y,X) = — ) py—:log, (px-:

Z== )

@ It is used in logistic regression to measure the difference
between actual label Y; and the predicted label A; for instance
i, and at the same time, to make the cost convex.

H(Y;, Ai) = —yilog(a;) — (1 — y;) log (1 — a;)
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Information Gain

Definition

@ The information gain is defined as the difference between the
entropy and the conditional entropy. X

W (Y X) =
a@x Fe=— <a— ‘A LA%

- Wl e
@ The larger than information gain, the larger th@

uncertainty, and the better predictor the feature is.
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Information Gain Example
Quiz

@ It has a house with many doors. A random door Is about to
be opened with equal probability. Doors 1 to 3 have monsters
that eat people. Doors 4 to 6 are safe. With sufficient bribe,
Pennywise will answer your question "Will door 1 be
opened?” What's the information gain (also called mutual
information) between Pennywise's answer and your encounter

with a monster?
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Information Gain Example
Quiz

e It has a house with many doors. A random door is about to

be opened with equal probability. Doors 1 to 2 have monsters
that eat people. Doors 3 to 4 are safe. With sufficient bribe,
Pennywise will answer your question "Will door 1 be
opened?”’. What's the information gain (also called mutual
information) between Pennywise's answer and your encounter

1 1 2 2
with a monster? Let H; = —— log, () — = log, ()

3 3 3 3
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Splitting Discrete Features

Definition

@ The most informative feature is the one with the largest
iInformation gain.

argmax [ (Y| X;)
J

o Splitting means dividing the training set into Kx; subsets.

(6,7 o =1} {06, ) %5 =2} ; -} (%0, ) 1567 = K }
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Pruning Diagram

Discussion
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Bagging and Boosting Diagram

Discussion
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K Nearest Neighbor

Description

e Given a new instance, find the K instances in the training set
that are the closest.

e Predict the label of the new instance by the majority of the
labels of the K instances.
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Distance Function

Definition

@ Many distance functions can be used in place of the Euclidean
distance.

(x5 — %))’

1

m
P (X=X’) = HX — X’HQ =

\J

@ An example is Manhattan distance.

m

p(x,x) =) |xi— x|

J=1
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1 Nearest Neighbor
Quiz

@ Spring 2018 Midterm Q7

@ Find the 1 Nearest Neighbor label for [2] using Manhattan
distance.
xt |4 |3 D] 2
x| 17345
y 10]1]1]00
e A: 0

o B: 1
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3 Nearest Neighbor
Quiz

@ Find the 3 Nearest Neighbor label for B] using Manhattan
distance.
x| 1[1[3]5]2
X2 117345
y(0]1]1]10]0
e A: 0

e B: 1





