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Participation game (on TopHat)

GPT series (GPT-1, GP2-2, …) are:

A. Encoder-decoder models
B. Decoder-only models
C. Encoder-only models
D. None of the above



image link

https://substackcdn.com/image/fetch/f_auto,q_auto:good,fl_progressive:steep/https%3A%2F%2Fsubstack-post-media.s3.amazonaws.com%2Fpublic%2Fimages%2F69d98221-ab76-4061-8a11-a2669c2ab5d2_2048x1632.jpeg


Language Modeling

Language Model is a probability distribution over sequence of words

Given a sequence of words:

Output: 

By Large Language Models we mean we train deep neural networks with 
millions of parameters to be a Language Model



n-gram LM

next word i depends on all previous words from 1 to (i-1)

next word i depends on n previous words from i-(n-1) to i-1



Transfer Learning



Transfer Learning



Transfer Learning

a lot of language resources
but can be unlabeled
“self-supervised”

language modeling is one of the 
many possible pre-training task

no longer need a giant 
labeled dataset for a task



Hugging Face, OpenAI, etc

https://huggingface.co/

https://openai.com/

and so on



GPT



GPT: Pre-training

Given a corpus of tokens

Formulate the Language Modeling objective as 

trainable 
model 
parameters

Maximize this, make the 
probability as high as possible 

context window

Given previous words                                , the probability of the next word being 

Given “Today is your birthday, happy    ”
Want our model to know that probability of the next word being “birthday” is high



GPT: Model Architecture



GPT: Model Architecture

k=2



GPT: Pre-training

After training we get trained version of: Throw generator (LM head) away 



GPT: Fine-tuning

Given a dataset       with: 

● feature: sequence of input tokens                           
● label: 

For example binary sentiment analysis task

● feature: “I like this movie”
● label: 1 (positive)



GPT: Fine-tuning

● Linear head
● Decoder Stack
● Embedding

Are further updated



GPT: Fine-tuning



GPT: Fine-tuning

image link

http://nlpprogress.com/english/natural_language_inference.html


GPT: Fine-tuning

image link
<s>  An older … smiling <$> Two men … on the floor <e>

class 1

head

http://nlpprogress.com/english/natural_language_inference.html


GPT: Fine-tuning



Tokens after?

Tomorrow is Thursday because today is Wednesday.

Tomorrow 
Tomorrow is
Tomorrow is …?

Goal

Generation



Tokens after?

Tomorrow is Thursday because today is Wednesday.

Tomorrow 
Tomorrow is
Tomorrow is …?

Today is ______ because tomorrow is Thursday.

depends on information after it

Goal

Generation

Today is a busy day because tomorrow is the midterm day!



BERT



BERT: Model Architecture 

Bidirectional Encoder 

Representations from Transformers



BERT: Pre-training, Masked Language Modeling

randomly mask 15% of tokens



BERT: Pre-training, Next Sentence Prediction

Sentence A: I don’t need to attend lectures today.

Sentence B: Today is national holiday.

Sentence A: I don’t need to attend lectures today.

Sentence B: To be or not to be, that is the question.

Q: Is sentence B the next sentence of sentence A?



BERT: Pre-training, Next Sentence Prediction



BERT: Pre-training, Next Sentence Prediction



BERT: Fine-tuning, sentence level task



BERT: Fine-tuning, word-level task



Autoregressive LM vs Masked / Bidirectional LM

autoregressivemasked / bidirectional



RoBERTa



RoBERTa

● Similar architecture as BERT
● Larger training corpus
● Improved training objective:

○ No Next Sentence Prediction
○ Dynamic Masking

■ BERT: masking is done once for each sentence during data processing
● epoch 0: Tomorrow is [MASK] because today is Wednesday.
● epoch 1: Tomorrow is [MASK] because today is Wednesday.
● epoch 2: Tomorrow is [MASK] because today is Wednesday.
● …

■ RoBERTa: 
● epoch 0: Tomorrow is [MASK] because today is Wednesday.
● epoch 1: Tomorrow is Thursday because today is [MASK].
● epoch 2: Tomorrow is Thursday because [MASK] is Wednesday.
● …



GPT2



Prompting

prompt: A piece of text to model a task as language modeling problem

components: prompt, input, answer slot, answer

Example: 

The german translation of “I don’t know” is ______

prompt input answer slot

answer: Ich weiß nicht



Prompting

model

The german translation of “I don’t know” is

Ich weiß nicht <eos>



T5



T5 encoder + decoder



Prompting for autoregressive models

Example Prompts:

● Question Answering:
○ [Q]? The answer is [A]
○ Who is the author of Harry Potter? The answer is 

● Text Summarization
○ [Text]. A summary of the paragraph is: 

● Named Entity Recognition
○ [Text]. The named entities are:



Prompting for masked language models

Example Prompts:

● Sentiment analysis: 
○ [Sentence]. This movie is [MASK].
○ No reason to watch. This movie is [MASK]

● Question Answering:
○ [Q] [A]
○ Dante was born in [MASK]

● …



Transfer Learning



Prompting



GPT3



GPT3



Few- shot Prompting



CoT Prompting



Prompting



ChatGPT

GPT3.5
Reinforcement Learning 
from Human Feedback ChatGPT

GPT4
Reinforcement Learning 
from Human Feedback ChatGPT



ChatGPT

image from InstructGPT but similar idea



multilingual Language Models

English German Chinese …

multilingual LM

multilingual embedding



multilingual Language Models

image link

https://mr-nlp.github.io/images/Multi-TPTLMs.png


Monolingual LMs in other languages?

German

German LM

German embedding

Chinese

Chinese LM

Chinese embedding

Vietnamese

Vietnamese LM

Vietnamese embedding ….



Monolingual LMs in other languages?

German

German LM

German embedding

Chinese

Chinese LM

Chinese embedding

Vietnamese

Vietnamese LM

Vietnamese embedding ….

large amount of monolingual language data Low Resource Languages



Multilingual Transferability

mLMpretrained on 
multilingual data

mLM
fine-tune on 
English 
labeled-data directly apply to German task

sees English sentiment analysis dataset never seen German sentiment analysis 
dataset, but directly apply the model on 
German task



Ethics in Language Models
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