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Two-thirds of the Average Game
Quiz

Al

SDC o ODm
CS §4DC

@ Pick an integer between 0 and 100 (including 0 and 100) that
Is the closest to two-thirds of the average of the numbers
other people picked.
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Quizzes, Math Homework, Discussions
Admin

@ Due dates: Monday, late submission withint a week or so
~————

without penalty (regrade requests).

e Share solutions (M2 etc): before due date (one or two days
O ———
late is okay).

0.t

@ Share solutions (X1 etc): a week before the exam.

- - \f
@ Group discussions: no due dates.
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Office Hours, Discussion Sessions
Admin

V‘CCorM
ah Coom

e Answer M, P homework questions on Saturday evenings?

es, | will attend.
@ B : Yes, but | will not attend.

/
e_C : No.
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Supervised Learning
Motivation
LTy
]
Data Features Labels - d
Training {(x,-l,...,x,',,,)}:-”=1 ({ﬁ:”:l find "best” f
- observable - " known -
Test (X X)) % guess y = f (x')
- —observable unknown -
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Loss Function Diagram

Motivatio\
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Zero-One Loss Function

Motivation

@ An objective function is needed to select the "best” f. An

example is the zero-one_ loss. I 2 \ﬂ )
— T Y £y,
g illlz®f(xl)?é2} 0 P( #%) 9

=1 ——

0 (argminf objective (f) outputs the function that minimizes
the objective.

@ The objective function is called the cost function (or the loss
function), and the objective is to minimize the cost.
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Squared Loss Function

Motivation

e Zero-one loss counts the number of mistakes made by the
classifier. The best classifier is the one that makes the fewest
mistakes.

@ Another example is the squared distance between the
predicted and the actual y value:
5
f = argmin - Z (f (x;) — y;)°
f 23

/
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Loss Functions Equivalence
Quiz

@ Which one of the following functions is not equivalent to the

b4

squared error for binary classification?
n , g EO, I\)
(f (%) — yi)®, £(xi) € {0,1} y; € {0, 1} St
i=1 S — — —

Jb S C j, —p/)(" ) S 1 A 5
xi)#Yi} [ © 0 © o O //_o\ /
xi)=Yyi} L 4 = ! 1 || ©

' O L || 1]O
Q 0 ( 0

L9 |

l{@ ax{0,1—(2-f(x)—1)(2-y; — 1)}
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Loss Functions Equivalence, Answer
Quiz
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Function Space Diagram

Motivation
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Hypothesis Space

Motivation

@ There are too many functions to choose from.

@ There should be a smaller set of functions to choose f from.
A R
\ f = argmin = ) (f (x;) — yi)’

feH 2 i=1

—

@ The set H is called the hypothesis space.
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Activation Function

Motivation

@ Suppose H is the set of functions that are compositions
between another function g and linear functions.

A 1 n ,
W, b) = argmin — (aj — yi)
( W,b 2 ,:Z:l / !

where a; = g (w'x + b
=

c—

e g is called the activation function.
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Linear Threshold Unit

Motivation

@ One simple choice is to use the step function as the activation
function:

1 if|-[=0
0 iff-|<0

£0) " 2Epa) 7

e This activation function is called linear threshold unit (LTU).

—
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Sigmoid Activation Function

Motivation

@ When the activation function g is the sigmoid function, the
problem is called logistic regression. -

1 A
j(')=1+exp(—-)] |

O
@ This g is also called the logistic function.

_—

-
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Sigmoid Function Diagram

Motivation
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Cross-Entropy Loss Function

Motivation

@ The cost function used for logistic regression is usually the log

cost function.
n

C(f) == (yilog(f (x)) + (1 —y;)log (1 — f (x;)))

i—\l /s é\\wcu,\é

e It is also called the cross-entropy loss function. (’0\‘1‘/‘7’ Z?
1~
i
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Logistic Regression Objective

Motivation

N~

e The logistic regression problem can be summarized as the
following.

(W. b) = argmin =

w.b
A\
where\g; = ’&’/and zi=w'x + b Oy
1+ exp(—2z) [ @

0 O
l \ O
O | %
I O 20
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Optimization Diagram

Motivation
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Logistic Regression

Description

e Initialize random weights. ~—
o Evaluate the activation function.<—

e Compute the gradient of the cost function with respect to

each weight and bias. \

e Update thyveights and biases using gradient descent.

e Repeat until convergent. K
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Gradient Descent Step

Definition

e For logistic regression, use chain rule twice.

w=w—aZ(a;—yi)Xi
b=b—a) (a-y)
i—=1

3f=g(wm')=1+exp(—-)

@ « is the learning rate. It is the step size for each step of
gradient descent.
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Perceptron Algorithm

Definition

e Update weights using the following rule.

C w=w-—aai-y)x f@vwfi(
b=b—ala—yi)

ai = 1y Tx 1 b0} J \ NOT
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Learning Rate Diagram

Definition
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Other Non-linear Activation Function

Discussion

el ]l —e
):

FActivation function: g ([-]) = tanh ([-
-

e Activation function: g ([-]) = arctan([~])

el l+ e

e Activation function {rectified linear unit): g (/- ) =" 11{ : >0}

- |
e All these functions lead to objective functions that are Eonvgx f

and differentiable (almost everywhere). Gradient descent can
be used. [ N

— _
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Gradient Descent
Quiz

e What is the gradient descent step for w if the objective (cost)
function is the squared error? WX W Xit Wik

1
1+ e %

50 C
B %aaq. 9; Z(q‘ ~Y) G () Xj

) V&
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Gradient Descent, Answer Too
Quiz
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Gradient Descent
Quiz

e What is the gradient descent step for w if the objective (cost)
function is the squared error?

C=3Y @y a=g(wx+b).6(2)=5(2) (1-g(2)
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Gradient Descent, Another One, Answer
Quiz
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Gradient Descent, Another One Too
Quiz

e What is the gradient descent step for w if the activation
function is the identity function?

4- = CZEZ(ai—Yi)2=3i=WTX;+b
211 o e €
) S
e A w=w—a2(a,—y,) )
e B W=w—aZ(a,—yi)x’. c/l\losj-en')%l,«
+ log¢: '
o Ciw=w=a) (a-y)ax S SRt
o D:w=w-a) (a—y)(l—a)x
e Exw=w—0aY (@—y)al-a)x < STwdlo

-+ ‘oj’l e afNaon
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Gradient Descent, Another One Too, Answer
Quiz

fl
ol
g
)
\
(=
N
X

i Q ) ik e
(\;:I X - ')JL\ *(\e&fml\e
' 0
V.C= | 2 |22 cq M(m): > (i y) X,
E——Q— . X‘(.} =
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Convexity Diagram

Discussion





