Question 4 /\/\A\w\Q4

* [6 points] A linear SVM (Support Vector Machine) with with weights w;, w», b is trained on the following data set:

2 6
T = [3] ,y1=0and z3 = [ 2] , Y2 = 1. The attributes (i.e. features) are two dimensional (:c,-l, :Eiz) and the label

y; is binary. The classification rule is §; = l{wlx,-1+w2x,»2+b20}- suming b = —27, what is (w;, ws) ? The drawing is
not graded. '

_ N wy [ K2 = 0-77\| S (Z,";Z)

il ( ] e (4
P"L ;(7‘\"‘\(&) v,



SMNEQ
Question 2
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* [2 points] Given a weight vector w = | 2|, consider the line (plane) defined b Along this line )Q/‘)
3 -

(on the plane), there is a point that is the closest to the origin. How far is that point to the origin in Euclidean x \
distance?
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Question 6 M4 0\,6

T
* [4 points] Given the following training set, add one instance [

vectors for the Hard Margin SVM (Support Vector Machine) trained on the new training set
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'] with y = 0 so that all instances are support
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Question 5

* [3 points] A decision tree has depth d = 5 (a decision tree where the root is a leaf node has d = 0). All its internal
node has b = 3 children The tree is also complete, meaning all leaf nodes are at depth d. If we require each leaf
node to contain at least 20 training exampies, what is the minimum size of the training set?
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Question 3
* [4 points] Fill in the missing weight below so that it computes the following function. All inputs takes value 0 or 1
0.91 )
and the perceptrons are linear threshold units. The ﬁwmmx [0 24 0. 48] with bias vector
[-0.43 —0.7]. and the second layer weight vector is [009;1] with bias [—0.44]. O
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Question 9 S

* [4 points] You are given a training set of five points and their 2-class classifications (+ or -): (—3.9, +), (—2.96, +), J

(—1.95, -), (7.44, -), (9.29, -). What is the decision boundary associated with this training set using 3’l\_|_N (3 Nearest
Neighbor)? S e
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