
Q1. A tweet is ratioed if a reply gets more likes than the tweet. Suppose a tweet has 𝟑 replies, and each one of 

these replies gets more likes than the tweet with probability 𝟎. 𝟗𝟔 if the tweet is bad, and probability 𝟎. 𝟏𝟏 if the 

tweet is good. Given a tweet is ratioed, what is the probability that it is a bad tweet? The prior probability of a bad 

tweet is 𝟎. 𝟕𝟑.



Q2. Suppose you are given a neural network with 3 hidden layers, 9 input units, 6 output units, and [10 5 5] hidden units. 

In one backpropagation step when computing the gradient of the cost (for example, squared loss) with respect to 𝑤11
(1)

, the 

weight in layer 1 connecting input 1 and hidden unit 1, how many weights (including 𝑤11
(1)

itself, and including biases) are 

used in the backpropagation step of
𝜕𝐶

𝜕𝑤11
(1)?



Q3. A hard margin support vector machine (SVM) is trained on the following dataset. Suppose we restrict 𝑏 = −1, what is 
the value of 𝑤? Enter a single number, i.e. do not include 𝑏. Assume the SVM classifier is 1 𝑤𝑥+𝑏≥0 .

𝒙𝒊 𝟕 𝟖 𝟗 𝟏𝟖 𝟐𝟎

𝒚𝒊 𝟎 𝟏 𝟏 𝟏 𝟏



1 2

3 4 5

6 7

𝝅 ACTION

States/Tiles UP DOWN LEFT RIGHT

𝑆1 0.25 0.5 0.1 0.15

𝑆2 0.1 0.3 0.3 0.3

𝑆3 0.2 0.25 0.25 0.3

𝑆4 0.4 0.2 0.15 0.25

𝑆5 0.22 0.18 0.5 0.1

𝑆6 0.25 0.25 0.25 0.25

𝑆7 0.2 0.2 0.4 0.2

𝑅𝑡 = −1

0 -1 -1

-1 -1 -1

-1 -1 0

𝑉𝑘=1 =

Find 𝑉𝑘=2 for states 𝑆4

𝛾 = 0.9



1 2

3 4 5

6 7

𝝅 ACTION

States/Tiles UP DOWN LEFT RIGHT

𝑆1 0.25 0.5 0.1 0.15

𝑆2 0.1 0.3 0.3 0.3

𝑆3 0.2 0.25 0.25 0.3

𝑆4 0.4 0.2 0.15 0.25

𝑆5 0.22 0.18 0.5 0.1

𝑆6 0.25 0.25 0.25 0.25

𝑆7 0.2 0.2 0.4 0.2

𝑅𝑡 = −1

0 -0.8 -1.4

-0.33 -2.9 -0.64

-0.25 -3.45 0

𝑉𝑘=𝑖 =

Find 𝑉𝑘=𝑖+1 for states 𝑆4

𝛾 = 0.9



𝛾 = 0.8

Find 𝑄1 , 𝑄∞ for this state transition table.

Consider the following Markov Decision Process. It has two states 𝑠. It 
has two actions 𝑎: move and stay. The state transition is deterministic: 
“move” moves to the other state, while “stay” stays at the current 
state. The reward 𝑟 is 0 for move, 1 for stay. The agent starts at state 
𝐴. In case of tie move. Use the following Bellman’s Equation:

𝑄𝑖+1 𝑠𝑡 , 𝑎𝑡
= 𝑄𝑖 𝑠𝑡 , 𝑎𝑡 + 𝑟 + 𝛾max

𝑎′
𝑄𝑖 𝑠𝑡+1, 𝑎

′ − 𝑄𝑖(𝑠𝑡 , 𝑎𝑡)





𝑋1 = 1 and 𝑋2 = 1.














