Question 10 /\f\ 7

« [5 points] Andy is a three-month old baby. He can be happy (state 0), hungry (state 1), or having a wet diaper

(state 2). Initially when he wakes up from his nap at 1pm, he is happy. If he is happy, there is a 0.29 chance that he

will remain happy one hour later, a 0.3 chance to be hungry by then, and a 0.41 chance to have a wet diaper. X __r X —) X -~
Similarly, if he is hungry, one hour later he will be happy with 0.41 chance, hungry with 0.38 chance, and wet ‘ L 3 ~
diaper with 0.21 chance. If he has a wet diaper, one hour later he will be happy with 0.13 chance, hungry with 0.32

chance, and wet diaper with 0.55 chance. He can smile (observation 0) or cry (observation 1). When he is happy,

he smiles 0.4 of the time and cries 0.6 of the time; when he is hungry, he smiles (.28 of the time and cries 0.5 of

the time; when he has a wet diaper, he smiles of the time and cries of the time.

What is the probability that the particular observed sequence cry, cry (or Y;, Y5 = 1, 1) happens (in the first two

periods)? Y \r
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Question 4 ) A4

* [4 points] In a problem where each example has 10 real-valued attributes (i.e. features), where each attribute can

be split at 3 possible thresholds (i.e. binary splits), to select the best attribute for a decision tree node

where the root is at depth 0, how many conditional entropies must be calculated (at most)? ) @
* Answer: | || Calculate |
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Question 5 K Qs

* [3 points] A hospital trains a decision tree to predict if any given patient has technophobia or not. The training set
consists of 80000 patients. There are 14 features. The labels are binary. The decision tree is not pruned. What are
the spmallest and Iarges?pbssuble training set accuracy of the decision tree? Enter two numbers between 0 and 1.
— e —— —
nt: patients with the same features may have different labels
» Answer (comma separated vector): LO -
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Question 2 %Z Q2 d———‘

* [4 points] There are 82 parrots. They have either a red beak or a black beak. They can either talk or not.
Complete the two cefS Th the following table so that the mutual information (i.e. information gain) between "Beak"

rolep o

’ '
Number of parrots Beak Talk
16 Red Yes
Jﬁ )( Red No
2?
27 82 = TE &= ZS' - ¥ Black Yes
25 Black No




Question 10

* [4 points] A convolutional neural network has input image of size 20 x 20 that is connected to a convolutional
layer that uses a 3 x 3 filter, ing of the image, and a stride of 1. There are 3 activation maps. (Here, zero-

padding implies that these activation maps have the same size as ﬁe input i:nages.)"l‘he convolutior layer is
then connected to a pooling layer that uses 2 x 2 max moling, a stride of 2 fnon-overlapping, |no padding jjof the
convolutional layer. The pooling layer is then fully connected to an output-layer that contains d output unit e

S &
are no hidden layers between the pooling layer and the output layer. How many different weights must bel \

in this whole network (got including any bias® ‘—«
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Question 1

* [3 points] Suppose you are given a neural network with 3 hidden layers, 5 input units, 3 output units, and
[8 7 8] hidden units. In one backpropogation step when computing the gradient of the cost (for example,

squared loss) with respect to w(lll) nit 1, how many weights

, the weight in layer 1 connecting input 1 and hid

(including w(lll) itself, and including biases) are used in the backpropogation step o '%’
— |
* Note: theZbackpropogatioa step assumes the activations in all layers are already e

do not count the

weights and biases in the forward step computing the activations.
* Answer:(M)7+56+24+7+8+3 . Calculate | 106




\r -
X
|




Question 3

o hd XfQ}

* [3 points) You have ajmnt probability table S)vcr k = 6 random vanables X, X, ..., X, where each vanable
takes m = 4 possible values: 1, 2, ..., 7%. 1o compute the probability that X; = 4, how many cells in the table do
you need to access (at most)?

* Answer: |
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Question 7 Xia2"

* 4 points) Say we use Naive Bayes in an application where there are 4 features represented by 4 vanables, each
having 6 possible values, and there are 3 classes. How many probabiliies must be stored in the ﬁs?(c—gndmonal
Probability Table) in the Bayesian netwmproblem? Do not include probabilities that can be computed from
gther probabilities o
« AnSwer_ | | | Calculate |
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Question 5 X Ny

* [2 points] Consider the following directed graphical model over binary variables: A — B + C with the following l
training set
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What is the MLE (Maximum Likelihood Estimate) with Laplace smoothing of the conditional probability that F{ B = —
01A=1,C=1y P
* Answer: | | Calculate | &/
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Question 2 X4 R2

* [3 points] A tweet is ratioed if a reply gets more likes than the tweet. Suppose a tweet has 3 replies. and each one
of these replies gets more likes than the tweet with probability 0.96 if the tweet is bad, and probability 0.11 if the
tweet is Go0a_Given a tweet is ratioed, what is the probability that it is a bad tweet? The prior probability of a bad

tweet is 0,73

« Answer | | calculate
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Question 3

X 3Q)

* [3 points] A hard margin support vector machine (SVM) is trained on the following dataset Suppose we restrict b
= —1, what is the value of w? Enter a single number, 1 @ do not include b Assume the SVM classifier is 1 {1z + 520}

x; 7 8 9 18 20
Y |0 1 | 1 1
* Answer: | | Calculate |
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Question 6

* [4 points] You are given a training set of six points and their 2-class classifications (+ or -) (—4.53, +) (3.9, +), (

—2.96, +), (—1.95, -), (T.44, -), (9.29. -). What is the decision boundary associated with this training set using 3NN

(3 Nearest Neighbor)? Note there 1s one more point compared to the question from the homework $
» Answer: | | Calculate

¢ G hi>—o—o

...,;7 e & 144

, | (. e
e ciyp /7’2( 3.4 1 1 \
‘,ovm ADJJ






