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Today’s Paper: Isolation

SIGMOD Record, 1995 2



Agenda
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ANSI isolation levels 

Cursor stability 

Snapshot isolation 

Complexity of isolation



Long vs. Short Locks

Short locks 
– Locks held for the duration of a single action 

Long locks
– Locks held to the end of the transaction

In strict two-phase locking, a transaction holds only long locks
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Degree of Consistency (Isolation)
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Degree 3: Serializability (assuming no phantom effect)
– Two-phase with respective to both reads and writes 
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Degree 2: Read Committed
– Two-phase with respect to writes 

– Short read locks 
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Degree 3: Serializability (assuming no phantom effect)
– Two-phase with respective to both reads and writes 

Degree 2: Read Committed
– Two-phase with respect to writes 

– Short read locks 

Degree 1: Read Uncommitted
– Two-phase with respect to writes 

– No read locks (may observe dirty data)
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Degree 3: Serializability (assuming no phantom effect)
– Two-phase with respective to both reads and writes 

Degree 2: Read Committed
– Two-phase with respect to writes 

– Short read locks 

Degree 1: Read Uncommitted
– Two-phase with respect to writes 

– No read locks (may observe dirty data)

Degree 0: 
– Short write locks

– No read locks



Degree of Consistency (Isolation)
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Degree 3: Serializability (assuming no phantom effect)
– Two-phase with respective to both reads and writes 

Degree 2: Read Committed
– Two-phase with respect to writes 

– Short read locks 

Degree 1: Read Uncommitted
– Two-phase with respect to writes 

– No read locks (may observe dirty data)

Degree 0: 
– Short write locks

– No read locks

Increasing concurrency 

Weaker guarantees



ANSI Isolation Levels

ANSI SQL-92 defines four isolation levels by phenomena

The original definitions were ambiguous

This lecture focuses on the “correct” definitions
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Notation

w1[x]: transaction 1 writes record x

r2[y]: transaction 2 reads record y

w1[P] (r1[P]): transaction 1 writes (reads) records that satisfy 
predicate P

c1: commit of transaction 1

a1: abort of transaction 1
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Locking-Based Definition 

Well-formed: lock (on tuple or predicate) before reading/writing records 

Long locks: hold the lock until transaction commits or aborts
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Locking-Based Definition 

Well-formed: lock (on tuple or predicate) before reading/writing records 

Long locks: hold the lock until transaction commits or aborts

14

Phenomenon P3: Phantom

 r1[P]…w2[y in P]… (c1 or a1) and (c2 or a2) any order) 
– Anomalous behavior: multiple r[P]’s return different results

P3 is allowed in repeatable read but forbidden in serializable



Locking-Based Definition 

Well-formed: lock (on tuple or predicate) before reading/writing records 

Long locks: hold the lock until transaction commits or aborts
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Phenomenon P2: Fuzzy Read

 r1[x]…w2[x]… (c1 or a1) and (c2 or a2) any order) 
– Anomalous behavior: multiple r[x]’s return different results

P2 is allowed in read committed but forbidden in repeatable read



Locking-Based Definition 

Well-formed: lock (on tuple or predicate) before reading/writing records 

Long locks: hold the lock until transaction commits or aborts
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Phenomenon P1: Dirty Read

 w1[x]…r2[x]… (c1 or a1) and (c2 or a2) any order) 
– Anomalous behavior: transaction reads data that was never committed

P1 is allowed in read uncommitted but forbidden in read committed



Locking-Based Definition 

Well-formed: lock (on tuple or predicate) before reading/writing records 

Long locks: hold the lock until transaction commits or aborts
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Phenomenon P0: Dirty Write

 w1[x]…w2[x]… (c1 or a1) and (c2 or a2) any order) 
– Anomalous behavior: when transaction 1 rolls back x, unclear what value to roll back to

P0 is forbidden in all ANSI isolation levels

Degree 0 none required Well-formed Writes
Short duration Write locks



Equivalent Definitions
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Hierarchy of Isolation Levels

Isolation level L1 is weaker than isolation level L2, denoted L1 << L2, 
if all non-serializable histories that obey the criteria of L2 also satisfy 
L1 and there is at least one non-serializable history that can occur at 
level L1 but not at level L2. 

Read Uncommitted 

    << Read Committed (RC)

        << Repeatable Read (RR)

            << Serializability (SR)
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Hierarchy of Isolation Levels
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ANSI isolation levels 

Cursor stability 

Snapshot isolation 

Complexity of isolation



Cursor Stability

Cursor: A pointer to one row in a set of rows. The cursor can only reference 
one row at a time, but can move to other rows of the result set as needed

Cursor Stability: The row currently pointed to is locked

Phenomenon P4: Lost Update

 r1[x]…w2[x]…w1[x]…c1
– Anomalous behavior: transaction 2’s update is overwritten by transaction 1
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32

ANSI isolation levels 

Cursor stability 

Snapshot isolation 

Complexity of isolation



Snapshot Isolation (SI)

All reads see a snapshot of data as of the time the transaction 
started (t1)

A transaction can commit if records in write set are not modified by 
other transactions between t1 and t2

At commit time, apply all writes with timestamp t2
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t1 t2

Start-Timestamp Commit-Timestamp

Time

(physical or 

logical)



Snapshot Isolation vs. Serializability 
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Anomaly A5B: Write Skew

 r1[x]…r2[y]…w1[y]…w2[x]…(c1 or c2 occur)
– Transactions see a snapshot that does not reflect the latest updates
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Anomaly A5B: Write Skew

 r1[x]…r2[y]…w1[y]…w2[x]…(c1 or c2 occur)
– Transactions see a snapshot that does not reflect the latest updates

In practice, snapshot isolation also requires the read snapshot reflects all the 
changes before the transaction starts, in physical time

– Serializability requires no real-time ordering 

– SI can be stronger than SR in this particular aspect



Snapshot Isolation vs. Serializability 

36

Anomaly A5B: Write Skew

 r1[x]…r2[y]…w1[y]…w2[x]…(c1 or c2 occur)
– Transactions see a snapshot that does not reflect the latest updates

In practice, snapshot isolation also requires the read snapshot reflects all the 
changes before the transaction starts, in physical time

– Serializability requires no real-time ordering 

– SI can be stronger than SR in this particular aspect

Strict serializability (i.e., linearizability)
– Serializability + real-time constraint 

– E.g., if transaction T1 commits before T2 starts, T1 must precede T2 in the serial order



Hierarchy of Isolation Levels
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Anomaly A5B: Write Skew

 r1[x]…r2[y]…w1[y]…w2[x]…(c1 or c2 occur)

Allowed in SI but not RR

Phenomenon P3: Phantom

r1[P]…w2[y in P]… (c1 or a1) and (c2 or a2) any order) 

Allowed in RR but not in SI



Snapshot Isolation Implementations

Implementation #1: Timestamp-based 
– Example: Spanner, CockroachDB, FoundationDB

Implementation #2: TransactionID-based 
– Example: PostgreSQL, MySQL
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Timestamp-Based Snapshot Isolation

Timestamp can be either physical or logical 

Transaction timestamps: start_ts and commit_ts

Record timestamps: write_ts and read_ts 

• Begin: transaction gets start_ts (monotonically increasing)

• Reads: A read retrieves the version whose write_ts ≤ start_ts ≤ read_ts, i.e., the 
latest version visible at transaction start. This produces the snapshot.

• Commit: The transaction obtains commit_ts > start_ts

• Writes: Create new a version of record with write_ts = commit_ts

• Write conflicts: Either pessimistic (locking-based) or optimistic 

39



TransactionID-Based Snapshot Isolation

Key idea: Snapshot is represented as a set of committed transactions. The current 
transaction sees writes from all these transactions,  

Transaction ID: Each transaction has an XID. These increase steadily 

Record: Tagged with the XID of the writing transaction 

Begin: System captures IDs of all committed transactions. This produces the 
snapshot.  

– Represented as xmin, xmax, xip_list (XIDs of inflight transactions)

Read: A version is visible if XID < xmin OR (XID < xmax AND XID ∉ xip_list)

Write: Tag with the XID of the writing transaction 
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ANSI isolation levels 

Cursor stability 

Snapshot isolation 

Complexity of isolation



ACID: Isolation – Why Strong Isolation?

Attackers stole 896 Bitcoins ≈ 17 million US dollars

April 2014

MongoDB & Bitcoin: How NoSQL design flaws brought down 

two exchanges
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ACID: Isolation – Why Strong Isolation?

Attackers stole 896 Bitcoins ≈ 17 million US dollars

April 2014

MongoDB & Bitcoin: How NoSQL design flaws brought down 

two exchanges

Why you should pick strong consistency, whenever possible

Systems that don't provide strong consistency … 

create a burden for application developers

January 2018
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ACID: Isolation – Why Strong Isolation?

Attackers stole 896 Bitcoins ≈ 17 million US dollars

April 2014

MongoDB & Bitcoin: How NoSQL design flaws brought down 

two exchanges
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Q: “What is the biggest mistake in your life as an engineer?”

Not putting distributed transactions in BigTable. 

In retrospect lots of teams wanted that capability and built their 

own with different degrees of success.

March 2016A: (from Jeff Dean)
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Q: “What is the biggest mistake in your life as an engineer?”

Not putting distributed transactions in BigTable. 

In retrospect lots of teams wanted that capability and built their 

own with different degrees of success.

March 2016A: (from Jeff Dean)

An alternative approach: 

Optimize the performance of strong isolation instead of relaxing it



Q/A – Isolation
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SI in distributed system? 

Tradeoff between anomaly prevention and system performance? 

What isolation guarantee do you need vs. what you can afford?

What should be the next isolation level or concurrency model? 

How was SI extended into Serializable Snapshot Isolation (SSI)?



Next Lecture

C. Mohan, et al. ARIES: A Transaction Recovery Method Supporting 
Fine-Granularity Locking and Partial Rollbacks Using Write-Ahead 
Logging. ACM Transactions on Database Systems, 1992

– Skip Section 1 and everything after (including) Section 8 

– May skip Section 2

– About 25–30 pages to read 
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