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Announcements
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Course project
• Submission deadline: Apr. 23
• Peer review: Apr. 23 – Apr. 30
• Presentation: Apr. 28 & 30
• Camera ready deadline: May 4

VLDB format: https://vldb2020.org/formatting-guidelines.html 

The final report should be at least 4 pages (excluding references) and
up to 12 pages

More details will be announced soon

https://vldb2020.org/formatting-guidelines.html


Discussion Highlights
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Cloud storage vs. SmartSSD
• SmartSSD for OLAP while Aurora for OLTP?
• SmartSSD on the read path; Aurora on the write path
• Computation in cloud storage more powerful than SmartSSD
• SmartSSD serves one node while Cloud storage serves multiple nodes
• Cloud storage has higher latency 

Challenges of multi-master
• Uniqueness of LSN and ordering guarantees 
• Concurrency control (locking, leader election)
• Commit protocol (2PC, or 1PC as what Aurora uses)
• Network overhead

Other applications benefit from cloud storage 
• Serverless application
• Publish-subscribe system like Apache Kafka
• Graph/Document Store 
• Machine learning 
• Big data analytics



Today’s Paper

4VLDB 2019



A paper that costs 
• Four students/postdocs 

• 1.5 years and 

• 30,000+ dollars
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Cloud Storage Disaggregation
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Smartness in storage

For OLTP
• Aurora: Push logging to 

storage 

For OLAP
• Data in shared storage costs 

less



Cloud Computing – VM Instances
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General purpose
• A1, T3, T3a, T2, M6g, M5, M5a, M5n, M4

Compute optimized 
• C5, C5n, C4

Memory optimized 
• R5, R5a, R5n, R4, X1e, X1, High memory, z1d

Accelerated computing 
• P3, P2, Inf1, G4, G3, F1

Storage optimized 
• I3, I3en, D2, H1



Cloud Computing – R4 Instances

8



Cloud Computing – I3 Instances
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Up to 7.5 GB/s storage bandwidth



Systems Tested 
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Database-as-a-Service (DBaaS)
• Redshift
• Redshift Spectrum
• Athena 

Query engines
• Presto
• Apache Hive 

Cloud agnostic OLTP DBMS
• Vertica



Redshift

Highly-optimized shared-nothing architecture 

Query compilation 

Limited instance types
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= i3 instance

Redshift Query Compilation Time 
(% of total runtime) 

i3.8xlarge: $2.496 per hour
dc2.8xlarge: $4.8 per hour



Redshift Spectrum

Spectrum layer
• Independent scaling, shared across redshift clusters 
• Computation pushdown (e.g., predicate filtering, aggregation)

Cost = Redshift cluster cost + $5 per TB scanned from S3 12



Athena (Serverless)
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Automatically adjusts the type and number of nodes
Charges by the amount of S3 data scanned ($5 per TB scanned)



Presto
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Originally developed at Facebook, open sourced in 2013



Apache Hive
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Originally built on top of Hadoop but now bypass the 
Hadoop execution engine

Storage: HDFS (on EBS or instance store), S3

Run through Hortonworks data platform 



Vertica
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Vertica with Eon mode can store data in the cloud



Summary
DBMS Compute node Storage 

DB as a Service 
(DBaaS)

Redshift dc2.8xlarge InS

Redshift Spectrum dc2.8xlarge InS/S3

Athena Unknown S3

Query engine Presto r4.8xlarge S3

Hive r4.8xlarge S3/HDFS

Cloud agnostic 
OLAP

Vertica r4.8xlarge EBS/InS/S3
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Systems We Did Not Test
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Apache Drill

Apache Spark SQL

Snowflake 



Data Compatibility among Systems

Redshift not compatible 
with other systems

S3-based systems are 
all compatible
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Complexity of Fair Comparison
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System setup
Query optimization 
Data format
Data types
Data partitioning 
Query restriction
Caching
Spilling to disk
etc.



System Settings
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• Single User (No parallel queries)
• Only SSD storage
• Fast networks (10 Gb/s+)
• Base cluster is 4 nodes, r4.8xlarge (32 vCPU, 244GB RAM)

• TPC-H 1000SF (1 TB raw)



Experiments – Time to First Insight
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Redshift loads data 
from S3 to instance 
store



Experiments – Time to First Insight
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Athena is serverless 
and requires no 
initialization



Experiments – Caching Benefits
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Some systems (like 
Presto) do not cache



Experiments – Caching Benefits
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Redshift can be 
considered as caching 
in Spectrum

The caching decision is 
static



Experiments – Query Cost
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Runtime Cost



Experiments – Storage Cost
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Storage cost Query cost



Experiments – Scaling Out
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Experiments – Scaling Up
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Cloud Data Warehousing – Q/A 
/dev/null?

Why TPC-H?

Ease of adopting 

A similar study on OLTP? 

SmartSSD integrated into the stack?

Horizontal vs. vertical scaling?

ORC (Optimized Row Columnar)? Parquet? 

Why data scan pricing model?

Comparison of Google, Azure, AWS?

30



Group Discussion
No system behaves strictly better than all the others in terms of 
performance and cost. What kind of design may combine the benefits 
of these existing systems? 

Serverless databases expose a higher-level of abstraction to users, 
which gives cloud service providers more room for performance 
optimizations. What optimization opportunities can you see? 

How can cloud databases benefit from the new hardware devices that 
we have discussed in this course? 

31


