
● Contrastive Loss: 

● Supervised Loss:

● Task     , loss w.r.t a task:

● Multitask Finetuning:  M tasks                           , each task with m sample
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Motivation

Take-Home Message
We provide the theoretical justification and practical solution of multitask finetuning for 
adapting pretrained foundation models to downstream tasks with limited labels.

Key Intuition
1. Pre-training uses unlabeled and noisy data for general purpose learning, where the model learns general 

structure rather than task-specific knowledge. Its performance on a specific task may not be perfect.
2. Despite the target data is limited, we have a clear understanding of the target task and its associated data.

○ We actively select extra data from a relevant source that covers target data characteristic features.
○ We then design specialized tasks for multitask finetuning to equip the model to address the specific 

types of target tasks effectively.
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● Class                  over distribution               , sample

●                   hypothesis class of representation functions: e.g. ResNet, ViT

●         as  prediction logits of class

Dog

xy ɸ(x) g(x) loss

Definition 1 (Diversity and Consistency (Informal))
Consider the latent feature space. Diversity refer to the coverage of 
the finetuning tasks on the target task. Consistency refer to similarity.

● Suppose target task is 

● Let                    denote the model with the lowest target task loss

● Denote error on target task 

Theorem (Multitask finetuning loss (Informal))
Suppose in pretraining we have empirical pretraining loss
The error will be                       . After sufficient multitask finetuning and 
get      , the error will be                             with high probability. The 
finetuning sample complexity will be               .  
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Practical Solution

Pretrained Method  MoCo v3, DINO v2, supervised pretraining 
Model      ViT-S, ViT-B, ResNet50
Dataset   miniImageNet, tieredImageNet, DomainNet, 

Meta-dataset


