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Background

Gradient-based Optimization and Attention-based In-context Learning
Source "Transformers Learn In-Context by Gradient Descent.” (ICML 2023)

In-context Learning
Source "A Survey on In-context Learning.” (arXiv 2023)

Linear Regression In-context Learning Data Model
Source "What Can Transformers Learn In-Context? A Case Study of Simple Function Classes.” (NeurIPS 2022)

Motivation

Larger Language Models Do In-context Learning Differently
Source "Larger Language Models Do In-context Learning Differently.” (arXiv 2023)

  

 

Intuition from Principal Components Analysis (PCA) Signals+Noise across the dimensions 

Why are larger language models more sensitive to noise in 
in-context learning?
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• Task distribution: 

Attention Mechanism in LLMs
• Compute projections (key, value, query)

• Compute attention scores using softmax on inner products
• Compute the weighted sum of values weighted by attention

• We consider the Linear Self-attention Networks (only one-layer 
attention, and remove softmax):   

 

 

• Larger models are more sensitive to noise injected in-context

• We provide theoretical insights by analyzing two stylized settings
• Main insight: larger models cover more feature directions, but also 

covers more injected noise, thus are more sensitive to noise

Setup

• Consider random pick 2 dimension as XOR input

• Linear self-attention with ReLU MLP

• Consider Hinge Loss

• Number of heads to measure mode size

• Important features dimensions and less-important features dimensions 

Theorem (Optimal solution for parity)
The optimal solution of smaller number of heads model will mainly 
encode the important features, while larger number of heads 
model will encode all features.  
Theorem (Behavior difference for parity)
During evaluation, we can decompose the input into two parts: 
signal and noise. Both the larger model and smaller model can 
capture the signal part well. However, the smaller model has a 
much smaller influence from noise than the larger model. 

 
 

 

 

 

Setup: In-context Learning and Linear Self-Attention
• Test prompt:

• Training prompts: 
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Main Results: ICL Linear Regression

Main Results: Sparse Parity Classification

Further thoughts: 
• How to ``regularize’’ the model to be more robust in-context?
• The same insight can explain the scaling law of LLMs? 

Take Home Messages


