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Motivation

Domain Generalization
Source "Generalizing to Unseen Domains: A Survey on Domain Generalization." (2022)

Theoretical Analysis

(a) rank 1

Manifold of constant penalty for a symmetric 2×2 matrix X = [x, y; y, z] 

Experiments

● Matrix Rank regularization (ERM-rank):

Problem Setup

Proposition (Informal)
Under our linear data and linear model 
setting (refer to Section 3), the optimal 
solution for the ERM-rank on the ID tasks 
has 100% OOD test accuracy, while the 
optimal solution for the 
ERM-weight-decay on the ID tasks may 
have OOD test accuracy much worse 
than the random guessing.

Model
ResNet-50, pre-trained on ImageNet.
Dataset
Colored MNIST, Rotated MNIST, PACS, 
VLCS, Office-Home, Terra Incognita, 
and DomainNet.
Evaluation & Methods
Model selection criterion: 
Training-domain validation set.
Batch-wise nuclear norm regularization.
Results
● DomainNet: ours beating all SOTA on 

all domains;
● DomainBed: ours achieving the best 

compared to all baselines.

Take-Home Message
Nuclear norm regularization works better than ERM or ERM-weight-decay. 

Key Intuition: ERM-weight-decay encodes all features correlated with 
labels, even weak correlation (spurious features), while ERM-rank only 
encodes features having a strong correlation with labels (intrinsic features). 

Data Distribution 
ze: environmental feature, zc: invariant feature
Inspired by "The risks of invariant risk minimization." (2021)

(b) nuclear norm ball (c) convex hull
● Convex envelope - nuclear norm:

● Test on unseen domains:

Results on DomainNet

Results on DomainBed


