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Motivation

Foundation Model
Source "On the opportunities and risks of foundation models." (2021)

Theoretical Analysis

Experiments

Hidden Representation Data Model
● First sampling the latent class, and then sampling input.
● In contrastive pre-training, positive pair sampled from the same 

latent class.
● A task 𝑻 contains a subset of latent classes.
        

Supervised loss respect to a task 𝑻, W is a linear classifier:

Contrastive Learning
Objective function:

Multitask finetuning
Suppose we construct M tasks, each with m sample 

Proposition of target task error (Informal)
Suppose in pre-training we have target task error bounded by 𝜺 
with high probability, our multitask fineutning reduce error on target 
task to 𝜶𝜺, where finetuning sample complexity is 𝜽(1/𝜶𝜺).      

Take-Home Message
We use a paradigm that first finetunes a foundation model with multiple 
relevant tasks before adapting it to a target task.

Key Intuition

● Pre-training uses unlabeled and noisy data for general purpose 
learning, where the model learns representation rather than 
task-specific knowledge. Its performance on a specific task may only 
be adequate.

● Although the target data is limited, we have a clear understanding of 
the target task and its associated data.
○ We select additional data from a relevant source that covers its 

characteristic data.
○ We construct specific tasks for multitask finetuning to allow the 

model to handle the particular types of target tasks.
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An example of 4-shot 2-class image classification
Source: “Meta-Learning: Learning to Learn Fast”, 2018.

15-way accuracy (%) on tiered-ImageNet, 1 image per class in target task

200 finetuning tasks, 150 images per task

Few-shot Vision tasks

Accuracy with varying number of tasks and samples

ViT-B32 ResNet50

Few-shot Language tasks

Text classification for different text dataset, with prompt-base finetuning

Our main results using RoBERTa-large. †: Result in (GFC20);
[GFC20] “Gao, Fisch, and Chen. Making pre-trained language models better few-shot learners.” ACL’2020.

160(all)-way zero-shot accuracy (%) on tiered-ImageNet test split

Effects of multitask finetuning

Zero-shot Vision-Language tasks


